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This online theory supplement is organised as follows: Section A provides lemmas for the

Appendix of the main paper. Section B provides a proof of Theorem 3. Section C provides a

discussion of various results related to the case where both signal and noise variables are mixing

processes. Section D presents lemmas for regressions with covariates that are mixing processors.

Section E provides lemmas for the case where the regressors are deterministic, while Section F

provides some further supplementary lemmas needed for Sections B and C of this supplement.

A. Lemmas

Before presenting the lemmas and their proofs we give an outline of their use. Lemmas A1 and

A2 are technical auxiliary lemmas. Lemmas A3-A5 provide extensions to existing results in the

literature that form the building blocks for our exponential probability inequalities. Lemmas

A6 and A7 provide exponential probability inequalities for squares and cross-products of sums

of random variables. Lemmas A8 and A9 provide results that help handle the denominator of a

t-statistic in the context of exponential inequalities. Lemma A10 is a key lemma that provides

exponential inequalities for t-statistics. Lemmas A11-A21 are further auxiliary lemmas.

Lemma A1 Let yt, for t = 1, 2, ..., T , be given by DGP (6) and define xi = (xi1, xi2, ..., xiT )′,

for i = 1, 2, ..., k, and Xk = (x1,x2, ...,xk), and suppose that Assumption 1 holds. Moreover,

let qi· = (qi1, qi2, ...., qiT )′ , for i = 1, 2, ..., lT , Q = (q1·,q2·, ...,qlT ·)
′, and assume Mq = IT −

Q (Q′Q)−1 Q′ exists. Further, assume that τ T = (1, 1, ..., 1)′ is included in Q, a (0 ≤ a < k)

column vectors of Xk belong to Q, and the remaining b = k − 1 > 0 columns of Xk that do

not belong in Q are collected in the T × b matrix Xb. The slope coeffi cients that correspond

to regressors in Xb are collected in the b × 1 vector βb,T . Define θb,T = Ωb,Tβb,T , where

Ωb,T = E (T−1X′bMqXb). If Ωb,T is nonsingular, and βk,T = (β1,T , β2,T , ..., βk,T )′ 6= 0, then at

least one element of the b× 1 vector θb,T is nonzero.

Proof. Since Ωb,T is nonsingular and βb,T 6= 0, it follows that θb,T 6= 0; otherwise βb,T =

Ω−1b,Tθb,T = 0, which contradicts the assumption that βb,T 6= 0.
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Lemma A2 Consider the critical value function cp (n, δ) defined by (15), with 0 < p < 1

and f (n, δ) = cnδ, for some c, δ > 0. Moreover, let a > 0 and 0 < b ≤ 1. Then: (i)

cp (n, δ) = O
(

[δ ln (n)]1/2
)
, (ii) na exp

[
−bc2p (n, δ)

]
= 	

(
na−2bδ

)
.

Proof. Results follow from Lemma 3 of the Supplementary Appendix A of Bailey et al. (2018).

Lemma A3 Let zt be a martingale difference sequence with respect to the filtration F zt−1 =

σ
(
{zs}t−1s=1

)
, and suppose that there exist finite positive constants C0 and C1, and s > 0 such that

supt Pr (|zt| > α) ≤ C0 exp (−C1αs), for all α > 0. Let σ2zt = E(z2t
∣∣F zt−1 ) and σ2z = 1

T

∑T
t=1 σ

2
zt.

Suppose that ζT = 	(T λ), for some 0 < λ ≤ (s + 1)/(s + 2). Then, for any π in the range

0 < π < 1, we have

Pr(|
∑T

t=1zt| > ζT ) ≤ exp[− (1− π)2 ζ2TT
−1σ−2z /2]. (B.1)

If λ > (s+ 1)/(s+ 2), then for some finite positive constant C3,

Pr(|
∑T

t=1zt| > ζT ) ≤ exp[−C3ζs/(s+1)T ]. (B.2)

Proof. We proceed to prove (B.1) first and then prove (B.2). Decompose zt as zt = wt + vt,

where wt = ztI(|zt| ≤ DT ) and vt = ztI(|zt| > DT ), and note that

Pr{|
∑T

t=1 [zt − E(zt)] | > ζT} ≤Pr{|
∑T

t=1 [wt − E(wt)] | > (1− π) ζT}
+ Pr{|

∑T
t=1 [vt − E(vt)] | > πζT}, (B.3)

for any 0 < π < 1.1 Further, it is easily verified that wt − E (wt) is a martingale difference

process, and since |wt| ≤ DT then by setting b = Tσ2z and a = (1− π) ζT in Proposition 2.1 of

Freedman (1975), for the first term on the RHS of (B.3) we obtain

Pr{|
∑T

t=1 [wt − E (wt)] | > (1− π) ζT} ≤ exp{−ζ2T
[
Tσ2z + (1− π)DT ζT

]−1
(1− π)2 /2}.

Consider now the second term on the RHS of (B.3) and first note that

Pr{|
∑T

t=1 [vt − E(vt)] | > πζT} ≤ Pr[
∑T

t=1 |vt − E(vt)| > πζT ], (B.4)

and by Markov’s inequality,

Pr{
∑T

t=1 |[vt − E(vt)]| > πζT} ≤ π−1ζ−1T
∑T

t=1E |vt − E(vt)| ≤ 2π−1ζ−1T
∑T

t=1E |vt| . (B.5)

1Let AT =
∑T

t=1 [zt − E(zt)] = B1,T +B2,T , where B1,T =
∑T

t=1 [wt − E(wt)] and B2,T =
∑T

t=1 [vt − E(vt)].
We have |AT | ≤ |B1,T |+ |B2,T | and, therefore, Pr (|AT | > ζT ) ≤ Pr (|B1,T |+ |B2,T | > ζT ). Equation (B.3) now
readily follows using the same steps as in the proof of (B.59).
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But by Holder’s inequality, for any finite p, q ≥ 1 such that p−1 + q−1 = 1 we have E |vt| =

E (|ztI [|zt| > DT ]|) ≤ (E |zt|p)1/p {E [|I (|zt| > DT )|q]}1/q = (E |zt|p)1/p {E [I (|zt| > DT )]}1/q,
and therefore

E |vt| ≤ (E |zt|p)1/p [Pr (|zt| > DT )]1/q . (B.6)

Also, for any finite p ≥ 1 there exists a finite positive constant C2 such that E |zt|p ≤ C2 <

∞, by Lemma A15. Further, by assumption supt Pr (|zt| > DT ) ≤ C0 exp (−C1Ds
T ). Using

this upper bound in (B.6) together with the upper bound on E |zt|p, we have suptE |vt| ≤
C
1/p
2 C

1/q
0 [exp (−C1Ds

T )]1/q. Therefore, using (B.4)-(B.5), Pr{|
∑T

t=1 [vt − E(vt)] | > πζT} ≤
(2/π)C

1/p
2 C

1/q
0 ζ−1T T [exp (−C1Ds

T )]1/q. We need to determine DT such that

(2/π)C
1/p
2 C

1/q
0 ζ−1T T [exp (−C1Ds

T )]1/q ≤ exp{−ζ2T
[
Tσ2z + (1− π)DT ζT

]−1
(1− π)2 /2}. (B.7)

Taking logs, we have ln[(2/π)C
1/p
2 C

1/q
0 ] + ln

(
ζ−1T T

)
− (C1/q)D

s
T ≤ − (1− π)2 ζ2T/{2[Tσ2z +

(1− π)DT ζT ]}, orC1q−1Ds
T ≥ ln[(2/π)C

1/p
2 C

1/q
0 ]+ln

(
ζ−1T T

)
+(1− π)2 ζ2T/ {2 [Tσ2z + (1− π)DT ζT ]}.

Post-multiplying by 2 [Tσ2z + (1− π)DT ζT ] > 0 we have(
2σ2zC1q

−1)TDs
T +

(
2C1q

−1) (1− π)Ds+1
T ζT − 2 (1− π)DT ζT{ln

(
ζ−1T T

)
+ ln[(2/π)C

1/p
2 C

1/q
0 ]}

≥ 2σ2zT ln[(2/π)C
1/p
2 C

1/q
0 ] + 2σ2zT ln

(
ζ−1T T

)
+ (1− π)2 ζ2T . (B.8)

The above expression can now be simplified for values of T →∞, by dropping the constants and
terms that are asymptotically dominated by other terms on the same side of the inequality.2

Since ζT = 	
(
T λ
)
, for some 0 < λ ≤ (s + 1)/(s + 2), and considering values of DT such

that DT = 	
(
Tψ
)
, for some ψ > 0, implies that the third and fourth term on the LHS of

(B.8), which have the orders 	
[
ln(T )T λ+ψ

]
and 	

(
T λ+ψ

)
, respectively, are dominated by the

second term on the LHS of (B.8) which is of order 	
(
T λ+ψ+sψ

)
. Further the first term on

the RHS of (B.8) is dominated by the second term. Note that for ζT = 	
(
T λ
)
, we have

T ln
(
ζ−1T T

)
= 	 [T ln(T )], whilst the order of the first term on the RHS of (B.8) is 	 (T ).

Result (B.7) follows if we show that there exists DT such that(
C1q

−1) [2σ2zTDs
T + 2 (1− π)Ds+1

T ζT
]
≥ 2σ2zT ln

(
ζ−1T T

)
+ (1− π)2 ζ2T . (B.9)

Set (C1q
−1)Ds+1

T = (1− π) ζT/2, or DT =
(
C−11 q (1− π) ζT/2

)1/(s+1)
, and note that (B.9)

can be written as 2σ2z (C1q
−1)T

(
C−11 q (1− π) ζT/2

)s/(s+1)
+ (1− π)2 ζ2T ≥ 2σ2zT ln

(
ζ−1T T

)
+

(1− π)2 ζ2T . Hence, the required condition is met if limT→∞[(C1q
−1)
(
C−11 q (1− π) ζT/2

)s/(s+1)−
ln
(
ζ−1T T

)
] ≥ 0. This condition is clearly satisfied noting that for values of ζT = 	

(
T λ
)
, q > 0,

C1 > 0 and 0 < π < 1,(
C1q

−1) (C−11 q (1− π) ζT/2
)s/(s+1) − ln

(
ζ−1T T

)
= 	(T

λs
1+s )−	 [ln (T )] ,

2A term A is said to be asymptotically dominant compared to a term B if both tend to infinity and A/B →∞.
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since s > 0 and λ > 0, the first term on the RHS, which is positive, dominates the sec-

ond term. Finally, we require that DT ζT = o(T ), since then the denominator of the frac-

tion inside the exponential on the RHS of (B.7) is dominated by T which takes us back

to the Exponential inequality with bounded random variables and proves (B.1). Consider

T−1DT ζT = [C−11 q (1− π) /2]1/(s+1)T−1ζ
(2+s)/(1+s)
T , and since ζT = 	(T λ) then DT ζT = o(T ),

as long as λ < (s+ 1)/(s+ 2), as required.

If λ > (s + 1)/(s + 2), it follows that DT ζT dominates T in the denominator of the frac-

tion inside the exponential on the RHS of (B.7). So the bound takes the form exp[−(1 −
π)ζ2T/ (C4DT ζT )], for some finite positive constant C4. Noting that DT = 	(ζ

1/(s+1)
T ), gives a

bound of the form exp[−C3ζs/(s+1)T ] proving (B.2).

Lemma A4 Let xt and ut be sequences of random variables and suppose that there exist

C0, C1 > 0, and s > 0 such that supt Pr (|xt| > α) ≤ C0 exp (−C1αs) and supt Pr (|ut| > α) ≤
C0 exp (−C1αs), for all α > 0. Let F (1)t−1 = σ({us}t−1s=1 , {xs}

t−1
s=1) and F

(2)
t = σ({us}t−1s=1 , {xs}

t
s=1).

Then, assume either that (i) E(ut|F (2)t ) = 0 or (ii) E(xtut−µt|F (1)t−1) = 0, where µt = E(xtut).

Let ζT = 	
(
T λ
)
, for some λ such that 0 < λ ≤ (s/2 + 1)/(s/2 + 2). Then, for any π in the

range 0 < π < 1 we have

Pr(|
∑T

t=1 (xtut − µt) | > ζT ) ≤ exp[−(1− π)2ζ2T/(2Tσ
2
(T ))], (B.10)

where σ2(T ) = T−1
∑T

t=1 σ
2
t and σ

2
t = E[(xtut − µt)2 |F (1)t−1]. If λ > (s/2 + 1)/(s/2 + 2), then for

some finite positive constant C2,

Pr(|
∑T

t=1 (xtut − µt) | > ζT ) ≤ exp[−C2ζs/(s+2)T ]. (B.11)

Proof. Let F̃t−1 = σ({xsus}t−1s=1) and note that under (i), E(xtut|F̃t−1) = E[E(ut|F (2)t )xt|F̃t−1] =

0. Therefore, xtut is a martingale difference process. Under (ii) we simply note that xtut − µt
is a martingale difference process by assumption. Next, for any α > 0 we have (using (B.60)

with C0 set equal to α and C1 set equal to
√
α)

Pr [|xtut| > α] ≤ Pr
[
|xt| > α1/2

]
+ Pr

[
|ut| > α1/2

]
. (B.12)

But, under the assumptions of the lemma, supt Pr
[
|xt| > α1/2

]
≤ C0e

−C1αs/2 , and

supt Pr
[
|ut| > α1/2

]
≤ C0e

−C1αs/2 . Hence supt Pr [|xtut| > α] ≤ 2C0e
−C1αs/2 . Therefore, the

process xtut satisfies the conditions of Lemma A3 and the results of the lemma apply.

Lemma A5 Let x = (x1, x2, ..., xT )′ and q·t = (q1,t, q2,t, ..., qlT ,t)
′ be sequences of random vari-

ables and suppose that there exist finite positive constants C0 and C1, and s > 0 such that

supt Pr (|xt| > α) ≤ C0 exp (−C1αs) and supi,t Pr (|qi,t| > α) ≤ C0 exp (−C1αs), for all a > 0.

Consider the linear projection xt =
∑lT

j=1βjqjt + ux,t, and assume that only a finite number of

slope coeffi cients β′s are nonzero and bounded, and the remaining β’s are zero. Then, there

exist finite positive constants C2 and C3, such that supt Pr (|ux,t| > α) ≤ C2 exp (−C3αs).
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Proof. We assume without any loss of generality that the |βi| < C0 for i = 1, 2, ...,M ,

M is a finite positive integer and βi = 0 for i = M + 1,M + 2, ..., lT . Note that for some

0 < π < 1, supt Pr (|ux,t| > α) ≤ supt Pr(|xt −
∑M

j=1βjqjt| > α) ≤ supt Pr (|xt| > (1− π)α) +

supt Pr(|
∑M

j=1βjqjt| > πα) ≤ supt Pr (|xt| > (1− π)α) + supt
∑M

j=1 Pr (|βjqjt| > πα/M), and

since |βj| > 0, then supt Pr (|ux,t| > α) ≤ supt Pr (|xt| > (1− π)α)+M supj,t Pr[|qjt| > πα/(M |βj|)].
But supj,t Pr[|qjt| > πα/(M |βj|)] ≤ supj,t Pr[|qjt| > πα/(Mβmax)] ≤ C0 exp{−C1[πα/(Mβmax)]

s},
and, for fixed M , the probability bound condition is clearly met.

Lemma A6 Let xit, i = 1, 2, ..., n, t = 1, 2, ..., T , and ηt be processes that satisfy exponen-

tial tail probability bounds of the form (9) and (10), with tail exponents sx and sη, where

s = min(sx, sη) > 0. Further, let xitηt, i = 1, 2, ..., n, be martingale difference processes.

Let q·t = (q1,t, q2,t, ..., qlT ,t)
′ contain a constant and a subset of xnt = (x1t, x2t, ..., xnt)

′. Let

Σqq = T−1
∑T

t=1E (q·tq
′
·t) and Σ̂qq = Q′Q/T be both invertible, where Q = (q1·, q2·, ..., qlT ·)

and qi· = (qi1, qi2, ..., qiT )′, for i = 1, 2, ..., lT . Suppose that Assumption 5 holds for xit and

q·t, i = 1, 2, ..., n, and for ηt and q·t, and denote the corresponding projection residuals de-

fined by (11) as uxi,t = xit − γ ′qxi,Tq·t and uη,t = ηt − γ ′qη,Tq·t, respectively. Let ûxi =

(ûxi,1, ûxi,2, ..., ûxi,T )′ = Mqxi, xi = (xi1, xi2, ..., xiT )′, ûη = (ûη,1, ûη,2, ..., ûη,T )′ = Mqη, η =

(η1, η2, ..., ηT )′, Mq = IT −Q (Q′Q)−1 Q, Ft = Fηt ∪ Fxt , µxiη,t = E (uxi,tuη,t |Ft−1 ), ω2xiη,1,T =
1
T

∑T
t=1E

[
(xitηt − E (xitηt |Ft−1 ))2

]
, and ω2xiη,T = 1

T

∑T
t=1E

[
(uxi,tuη,t − µxiη,t)

2]. Let ζT =

	(T λ). Then, for any π in the range 0 < π < 1, we have,

Pr[|
∑T

t=1xitηt − E (xitηt |Ft−1 ) | > ζT ] ≤ exp[− (1− π)2 ζ2T/(2Tω
2
xiη,1,T

)], (B.13)

if 0 < λ ≤ (s/2 + 1)/(s/2 + 2). Further, if λ > (s/2 + 1)/(s/2 + 2), we have,

Pr[|
∑T

t=1xitηt − E (xitηt |Ft−1 ) | > ζT ] ≤ exp[−C0ζs/(s+2)T ], (B.14)

for some finite positive constant C0. If it is further assumed that lT = 	
(
T d
)
, such that

0 ≤ d < 1/3, then, if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2),

Pr[|
∑T

t=1 (ûxi,tûη,t − µxiη,t) | > ζT ] ≤ C0 exp[− (1− π)2 ζ2T/(2Tω
2
xiη,T

)]+exp
[
−C1TC2

]
. (B.15)

for some finite positive constants C0, C1 and C2, and, if λ > (s/2 + 1)/(s/2 + 2) we have

Pr[|
∑T

t=1 (ûxi,tûη,t − µxiη,t) | > ζT ] ≤ C0 exp[−C3ζs/(s+2)T ] + exp
[
−C1TC2

]
, (B.16)

for some finite positive constants C0, C1, C2 and C3.

Proof. Note that all the results in the proofs below hold both for sequences and for triangular
arrays of random variables. If q·t contains xit, all results follow trivially, so, without loss of

generality, we assume that, if this is the case, the relevant column of Q is removed. (B.13) and

(B.14) follow immediately given our assumptions and Lemma A4. We proceed to prove the rest
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of the lemma. Let uxi = (uxi,1, uxi,2, ..., uxi,T )′ and uη = (uη,1, uη,2, ..., uη,T )′. We first note that∑T
t=1 (ûxi,tûη,t − µxiη,t) = û′xiûη −

∑T
t=1 µxiη,t = u′xiMquη−

∑T
t=1 µxiη,t, and∑T

t=1 (ûxi,tûη,t − µxiη,t) =
∑T

t=1 (uxi,tuη,t − µxiη,t)−
(
T−1u′xiQ

)
Σ̂−1qq (Q′uη) , (B.17)

where Σ̂qq = T−1 (Q′Q). The second term of the above expression can now be decomposed as(
T−1u′xiQ

)
Σ̂−1qq (Q′uη) =

(
T−1u′xiQ

)
(Σ̂−1qq −Σ−1qq ) (Q′uη) +

(
T−1u′xiQ

)
Σ−1qq (Q′uη) . (B.18)

By (B.59) and for any 0 < π1, π2, π3 < 1 such that
∑3

i=1πi = 1, we have Pr[|
∑T

t=1 (ûxi,tûη,t − µxiη,t) | >
ζT ] ≤ Pr[|

∑T
t=1 (uxi,tuη,t − µxiη,t) | > π1ζT ] +

Pr[|
(
T−1u′xiQ

)
(Σ̂−1qq −Σ−1qq ) (Q′uη) | > π2ζT ] + Pr[|

(
T−1u′xiQ

)
Σ−1qq (Q′uη) | > π3ζT ]. Also ap-

plying (B.60) to the last two terms of the above we obtain

Pr[|
(
T−1u′xiQ

)
(Σ̂−1qq −Σ−1qq ) (Q′uη) | > π2ζT ] ≤ Pr (||Σ̂−1qq −Σ−1qq ||F

∥∥T−1u′xiQ∥∥F ‖Q′uη‖F > π2ζT ) ≤
Pr(||Σ̂−1qq −Σ−1qq ||F > ζT/δT )+Pr (T−1

∥∥u′xiQ∥∥F ‖Q′uη‖F > π2δT ) ≤ Pr (||Σ̂−1qq −Σ−1qq ||F > ζT/δT )+

Pr [
∥∥u′xiQ∥∥F > (π2δTT )1/2] + Pr [‖Q′uη‖F > (π2δTT )1/2] , where δT > 0 is a deterministic se-

quence. In what follows, we set δT = 	 (ζαT ), for some α > 0. Similarly,

Pr [|
(
T−1u′xiQ

)
Σ−1qq (Q′uη) | > π3ζT ] ≤ Pr (

∥∥Σ−1qq ∥∥F ∥∥T−1u′xiQ∥∥F ‖Q′uη‖F > π3ζT ) ≤
Pr [

∥∥u′xiQ∥∥F ‖Q′uη‖F > π3ζTT/
∥∥Σ−1qq ∥∥F ] ≤ Pr (

∥∥u′xiQ∥∥F > π
1/2
3 ζ

1/2
T T 1/2

∥∥Σ−1qq ∥∥−1/2F
) +

Pr (‖Q′uη‖F > π
1/2
3 ζ

1/2
T T 1/2

∥∥Σ−1qq ∥∥−1/2F
) . Overall

Pr(|
∑T

t=1 (ûx,tûη,t − µxη,t) | > ζT ) ≤ Pr(|
∑T

t=1 (ux,tuη,t − µxη,t) | > π1ζT )

+ Pr
(∥∥∥Σ̂−1qq −Σ−1qq

∥∥∥
F
> ζT/δT

)
+ Pr

(
‖Q′uη‖F > (π2δTT )1/2

)
+ Pr

(
‖u′xQ‖F > (π2δTT )1/2

)
+ Pr(‖u′xQ‖F > π

1/2
3 ζ

1/2
T T 1/2

∥∥Σ−1qq ∥∥−1/2F
) + Pr(‖Q′uη‖F > π

1/2
3 ζ

1/2
T T 1/2

∥∥Σ−1qq ∥∥−1/2F
). (B.19)

First, since ux,tuη,t−µxη,t is a martingale difference process with respect to σ({ηs}t−1s=1 , {xs}
t−1
s=1 , {qs}

t−1
s=1),

by Lemma A4, we have, for any π in the range 0 < π < 1,

Pr[|
∑T

t=1 (uxi,tuη,t − µxiη,t) | > π1ζT ] ≤ exp[−(1− π)2ζ2T/(2Tω
2
xη,T )], (B.20)

if 0 < λ ≤ (s/2 + 1)/(s/2 + 2), and

Pr[|
∑T

t=1 (uxi,tuη,t − µxiη,t) | > π1ζT ] ≤ exp[−C0ζs/(s+1)T ], (B.21)

if λ > (s/2 + 1)/(s/2 + 2), for some finite positive constant C0. We now show that the last

five terms on the RHS of (B.19) are of order exp
[
−C1TC2

]
, for some finite positive constants

C1 and C2. We will make use of Lemma A4 since by assumption {qituη,t} and {qituxi,t} are
martingale difference sequences. We note that some of the bounds of the last five terms exceed,

in order, T 1/2. Since we do not know the value of s, we need to consider the possibility that

either (B.10) or (B.11) of Lemma A4, apply. We start with (B.10). Then, for some finite

positive constant C0, we have3

supi Pr[‖q′iuη‖ > (π2δTT )1/2] ≤ exp (−C0δT ) . (B.22)

3The required probability bound on uxt follows from the probability bound assumptions on xt and on qit,
for i = 1, 2, ..., lT , even if lT →∞. See also Lemma A5.
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Also, using ‖Q′uη‖2F =
∑lT

j=1(
∑T

t=1 qjtut)
2 and (B.59), Pr[‖Q′uη‖F > (π2δTT )1/2] = Pr(‖Q′uη‖2F >

π2δTT ) ≤
∑lT

j=1 Pr[(
∑T

t=1 qjtuη,t)
2 > π2δTT/lT ] =

∑lT
j=1 Pr[|

∑T
t=1 qjtuη,t| > (π2δTT/lT )1/2],

which upon using (B.22) yields (for some finite positive constant C0)

Pr[‖Q′uη‖F > (π2δTT )1/2] ≤ lT exp (−C0δT/lT ) , Pr[‖Q′ux‖ > (π2δTT )1/2] ≤ lT exp (−C0δT/lT ) .

(B.23)

Similarly,

Pr(‖Q′uη‖F > π
1/2
3 ζ

1/2
T T 1/2

∥∥Σ−1qq ∥∥−1/2F
) ≤ lT exp[−C0ζT/(

∥∥Σ−1qq ∥∥F lT )], (B.24)

Pr(‖Q′ux‖ > π
1/2
3 ζ

1/2
T T 1/2

∥∥Σ−1qq ∥∥−1/2F
) ≤ lT exp[−C0ζT/(

∥∥Σ−1qq ∥∥F lT )].

Turning to the second term of (B.19), since for all i and j, {qitqjt − E(qitqjt)} is a martingale
difference process and qit satisfy the required probability bound then

supij Pr{|T−1
∑T

t=1 [qitqjt − E(qitqjt)] | > π2ζT/δT} ≤ exp(−C0Tζ2T/δ2T ). (B.25)

Therefore, by Lemma A16, for some finite positive constant C0, we have

Pr(‖Σ̂−1qq −Σ−1qq ‖ >ζT/δT ) ≤ l2T exp[−C0Tζ2T δ−2T l−2T
∥∥Σ−1qq ∥∥−2F (

∥∥Σ−1qq ∥∥F + δ−1T ζT )−2]

+l2T exp(−C0T
∥∥Σ−1qq ∥∥−2F l−2T ). (B.26)

Further by Lemma A14,
∥∥Σ−1qq ∥∥F = 	

(
l
1/2
T

)
, and Tζ2T δ

−2
T l−2T

∥∥Σ−1qq ∥∥−2F (
∥∥Σ−1qq ∥∥F + δ−1T ζT )−2 =

T l−2T
∥∥Σ−1qq ∥∥−2F (δT ζ

−1
T

∥∥Σ−1qq ∥∥F + 1)−2. Consider now the different terms in the above expression

and let P11 = δT/lT , P12 = ζT/(
∥∥Σ−1qq ∥∥F lT ), P13 = T l−2T

∥∥Σ−1qq ∥∥−2F [δT ζ
−1
T

∥∥Σ−1qq ∥∥F + 1]−2, and

P14 = T
∥∥Σ−1qq ∥∥−2F l−2T . Under δT = 	 (ζαT ), lT = 	(T d), and ζT = 	(T λ), we have P11 = δT/lT =

	
(
Tα−d

)
,

P12 = ζT/(
∥∥Σ−1qq ∥∥F lT ) = 	

(
T λ−3d/2

)
, (B.27)

P13 = T l−2T
∥∥Σ−1qq ∥∥−2F [δT ζ

−1
T

∥∥Σ−1qq ∥∥F + 1]−2 = 	
(
Tmax{1+2λ−4d−2α,1+λ−7d/2−α,1−3d}

)
, and P14 =

T
∥∥Σ−1qq ∥∥−2F l−2T = 	

(
T 1−3d

)
. Suppose that d < 1/3, and by (B.27) note that λ ≥ 3d/2. Then,

setting α = 1/3, ensures that all the above four terms tend to infinity polynomially with

T . Therefore, it also follows that they can be represented as terms of order exp
[
−C1TC2

]
,

for some finite positive constants C1 and C2, and (B.15) follows. The same analysis can be
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repeated under (B.11). In this case, (B.23), (B.24), (B.25) and (B.26) are replaced by

Pr
(
‖Q′uη‖F > (π2δTT )1/2

)
≤ lT exp

(
−C0δ

s/2(s+2)
T T s/2(s+2)

l
s/2(s+2)
T

)
= lT exp

[
−C0

(
δTT

lT

)s/2(s+2)]
,

Pr
(
‖Q′ux‖ > (π2δTT )1/2

)
≤ lT exp

(
−C0δ

s/2(s+2)
T T s/2(s+2)

l
s/2(s+2)
T

)
= lT exp

[
−C0

(
δTT

lT

)s/2(s+2)]
,

Pr

(
‖Q′uη‖F >

π
1/2
3 ζ

1/2
T T 1/2∥∥Σ−1qq ∥∥1/2F

)
≤ lT exp

(
−C0ζs/2(s+2)T T s/2(s+2)∥∥Σ−1qq ∥∥s/2(s+2)F

l
s/2(s+2)
T

)
= lT exp

−C0( ζTT∥∥Σ−1qq ∥∥F lT
)s/2(s+2)


Pr

(
‖Q′ux‖ >

π
1/2
3 ζ

1/2
T T 1/2∥∥Σ−1qq ∥∥1/2F

)
≤ lT exp

(
−C0ζs/2(s+2)T T s/2(s+2)∥∥Σ−1qq ∥∥s/2(s+2)F

l
s/2(s+2)
T

)
= lT exp

−C0( ζTT∥∥Σ−1qq ∥∥F lT
)s/2(s+2)

 ,
supij Pr{|T−1

∑T
t=1 [qitqjt − E(qitqjt)] | > π2ζT/δT} ≤ exp[−C0T s/(s+2)ζs/(s+2)T δ

−s/(s+2)
T ], and, us-

ing Lemma A17, Pr[||(Σ̂−1qq −Σ−1qq || > π2ζT/δT ] ≤
l2T exp[−C0T s/(s+2)ζs/(s+2)T δ

−s/(s+2)
T l

−s/(s+2)
T

∥∥Σ−1qq ∥∥−s/(s+2)F
(
∥∥Σ−1qq ∥∥F + δ−1T ζT )−s/(s+2)]+

l2T exp[−C0T s/(s+2)
∥∥Σ−1qq ∥∥−s/(s+2)F

l
−s/(s+2)
T ] = l2T exp

(
−C0{TζT/[δT lT

∥∥Σ−1qq ∥∥F (
∥∥Σ−1qq ∥∥F + δ−1T ζT )]}s/(s+2)

)
+

l2T exp[−C0(T
∥∥Σ−1qq ∥∥−1F l−1T )s/(s+2)], respectively. Once again, we need to derive conditions that

imply that P21 = δTT/lT , P22 = ζTT
∥∥Σ−1qq ∥∥−1F l−1T , P23 = TζT [δT lT

∥∥Σ−1qq ∥∥F (
∥∥Σ−1qq ∥∥F +δ−1T ζT )]−1

and P24 = T
∥∥Σ−1qq ∥∥−1F l−1T are terms that tend to infinity polynomially with T . If that is the case

then, as before, the relevant terms are of order exp
[
−C1TC2

]
, for some finite positive constants

C1 and C2, and (B.16) follows, completing the proof of the lemma. P22 dominates P23 so we focus

on P21, P23 and P24. We have δTT/lT = 	
(
T 1+α−d/2

)
, TζT [δT lT

∥∥Σ−1qq ∥∥F (
∥∥Σ−1qq ∥∥F +δ−1T ζT )]−1 =

	
[
Tmax(1+λ−α−2d,1−3d/2)

]
, and T

∥∥Σ−1qq ∥∥−1F l−1T = 	
(
T 1−3d/2

)
. It immediately follows that under

the conditions set when using (B.10), which were that α = 1/3, d < 1/3 and λ > 3d/2, and as

long as s > 0, P21 to P24 tend to infinity polynomially with T , proving the lemma.4

Lemma A7 Let xit, i = 1, 2, ..., n, be processes that satisfy exponential tail probability bounds of

the form (9), with positive tail exponent s. Let q·t = (q1,t, q2,t, ..., qlT ,t)
′ contain a constant and a

subset of xnt = (x1t, x2t, ..., xnt)
′. Suppose that Assumption 5 holds for xit and q·t, i = 1, 2, ..., n,

and denote the corresponding projection residuals defined by (11) as uxit = xit − γ ′qxi,Tq·t. Let
Σqq = T−1

∑T
t=1E (q·tq

′
·t) and Σ̂qq = Q′Q/T be both invertible, where Q = (q1·, q2·, ..., qlT ·) and

qi· = (qi1, qi2, .., qiT )′, for i = 1, 2, ..., lT . Let ûxi = (ûxi,1, ûxi,2, ..., ûxi,T )′ = Mqxi, where xi =

(xi1, xi2, ..., xiT )′ andMq = IT−Q (Q′Q)−1 Q. Moreover, suppose that E
(
u2xi,t − σ

2
xit
|Ft−1

)
= 0,

4It is important to highlight one particular feature of the above proof. In (B.23), qitux,t needs to be a
martingale difference process. Note that if qit is a martingale difference process distributed independently of
ux,t, then qitux,t is also a martingale difference process irrespective of the nature of ux,t. This implies that one
may not need to impose a martingale difference assumption on ux,t if xit is a noise variable. Unfortunately,
a leading case for which this lemma is used is one where qit = 1. It is then clear that one needs to impose
a martingale difference assumption on ux,t, to deal with covariates that cannot be represented as martingale
difference processes. We relax this assumption in Section C of the online theory supplement where we allow
noise variables to be mixing processes.
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where Ft = Fxt and σ2xit = E(u2xi,t). Let ζT = 	(T λ). Then, if 0 < λ ≤ (s/2 + 1)/(s/2 + 2), for

any π in the range 0 < π < 1, and some finite positive constant C0, we have,

Pr
[∣∣∣∑T

t=1

(
x2it − σ2xit

)∣∣∣ > ζT

]
≤ C0 exp

[
− (1− π)2 ζ2TT

−1ω−2i,1,T/2
]
. (B.28)

Otherwise, if λ > (s/2 + 1)/(s/2 + 2), for some finite positive constant C0, we have

Pr
[∣∣∣∑T

t=1

(
x2it − σ2xit

)∣∣∣ > ζT

]
≤ exp

[
−C0ζs/(s+2)T

]
. (B.29)

If it is further assumed that lT = 	
(
T d
)
, such that 0 ≤ d < 1/3, then, if 3d/2 < λ ≤

(s/2 + 1)/(s/2 + 2),

Pr
[∣∣∣∑T

t=1

(
û2xi,t − σ

2
xit

)∣∣∣ > ζT

]
≤ C0 exp

[
− (1− π)2 ζ2TT

−1ω−2i,T/2
]

+ exp
[
−C1TC2

]
, (B.30)

for some finite positive constants C0, C1 and C2, and, if λ > (s/2 + 1)/(s/2 + 2),

Pr
[∣∣∣∑T

t=1

(
û2xi,t − σ

2
xit

)∣∣∣ > ζT

]
≤ C0 exp

[
−C3ζs/(s+2)T

]
+ exp

[
−C1TC2

]
, (B.31)

for some finite positive constants C0, C1, C2 and C3, where ω2i,1,T = T−1
∑T

t=1E
[(
x2it − σ2xit

)2]
and ω2i,T = T−1

∑T
t=1E

[(
u2xi,t − σ

2
xit

)2]
.

Proof. If q·t contains xit, all results follow trivially, so, without loss of generality, we assume
that, if this is the case, the relevant column of Q is removed. (B.28) and (B.29) follow sim-

ilarly to (B.13) and (B.14). For (B.30) and (B.31), we first note that |
∑T

t=1

(
û2xi,t − σ

2
xit

)
| ≤

|
∑T

t=1

(
u2xi,t − σ

2
xit

)
| + |

(
T−1u′xiQ

)
(T−1Q′Q)

−1
(Q′uxi) |. Since

{
u2xi,t − σ

2
xit

}
is a martingale

difference process and for α > 0 and s > 0, supt Pr
(∣∣u2xi,t∣∣ > α2

)
= supt Pr (|uxi,t| > α) ≤

C0 exp (−C1αs), by Lemma A5, then the conditions of Lemma A3 are met and we have
Pr[|

∑T
t=1

(
u2xi,t − σ

2
xit

)
| > ζT ] ≤ exp[− (1− π)2 ζ2TT

−1ω−2i,T/2], if 0 < λ ≤ (s/2 + 1)/(s/2 + 2),

and Pr[|
∑T

t=1

(
u2xi,t − σ

2
xit

)
| > ζT ] ≤ exp[−C0ζs/(s+2)T ], if λ > (s/2 + 1)/(s/2 + 2). Then, using

the same line of reasoning as in the proof of Lemma A6 we establish the desired result.

Lemma A8 Let yt, for t = 1, 2, ..., T , be given by the data generating process (6) and suppose

that ut and xnt = (x1t, x2t, ..., xnt)
′ satisfy Assumptions 2-4, with s = min(sx, su) > 0. Let q·t =

(q1,t, q2,t, ..., qlT ,t)
′ contain a constant and a subset of xnt. Assume that Σqq = 1

T

∑T
t=1E (q·tq

′
·t)

and Σ̂qq = Q′Q/T are both invertible, where Q = (q1·, q2·, ..., qlT ·) and qi· = (qi1, qi2, ..., qiT )′,

for i = 1, 2, ..., lT . Moreover, suppose that Assumption 5 holds for xt and q·t, where xt is

a generic element of {x1t, x2t, ..., xnt} that does not belong to q·t. Denote the corresponding
projection residuals defined by (11) as ux,t = xt− γ ′qx,Tq·t, and the projection residuals of yt on
(q′·t, xt)

′ as et = yt − γ ′yqx,T (q′·t, xt)
′. Define x = (x1, x2, ..., xT )′, and Mq = IT −Q(Q′Q)−1Q′,

and let aT = 	
(
T λ−1

)
. Then, for any π in the range 0 < π < 1, and as long as lT = 	

(
T d
)
,

such that 0 ≤ d < 1/3, we have, that, if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2),

Pr
(∣∣∣T−1σ−2x,(T )x′Mqx− 1

∣∣∣ > aT

)
≤ exp

[
−σ4x,(T ) (1− π)2 Ta2Tω

−2
x,(T )/2

]
+ exp

[
−C0TC1

]
, and

(B.32)
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Pr[|(T−1σ−2x,(T )x
′Mqx)−1/2 − 1| > aT ] ≤ exp[−σ4x,(T ) (1− π)2 Ta2Tω

−2
x,(T )/2] + exp

[
−C0TC1

]
,

(B.33)

where

σ2x,(T ) = T−1
∑T

t=1E
(
u2x,t
)
, ω2x,(T ) = T−1

∑T
t=1E

[(
u2x,t − σ2xt

)2]
. (B.34)

If λ > (s/2 + 1)/(s/2 + 2),

Pr(|T−1σ−2x,(T )x
′Mqx− 1| > aT ) ≤ exp[−C0 (TaT )s/(s+2)] + exp

[
−C1TC2

]
, (B.35)

and

Pr[|(T−1σ−2x,(T )x
′Mqx)−1/2 − 1| > aT ] ≤ exp[−C0 (TaT )s/(s+2)] + exp

[
−C1TC2

]
. (B.36)

Also, if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2),

Pr(|T−1σ−2u,(T )e
′e− 1| > aT ) ≤ exp[−σ4u,(T ) (1− π)2 Ta2Tω

−2
u,(T )/2] + exp

[
−C0TC1

]
, (B.37)

and

Pr[|(σ−2u,(T )e
′e/T )−1/2 − 1| > aT ] ≤ exp[−σ4u,(T ) (1− π)2 Ta2Tω

−2
u,T/2] + exp

[
−C0TC1

]
, (B.38)

where e = (e1, e2, ..., eT )′,

σ2u,(T ) = T−1
∑T

t=1σ
2
t , and ω

2
u,T = T−1

∑T
t=1E[

(
u2t − σ2t

)2
]. (B.39)

If λ > (s/2 + 1)/(s/2 + 2),

Pr(|T−1σ−2u,(T )e
′e− 1| > aT ) ≤ exp[−C0 (TaT )s/(s+2)] + exp

[
−C1TC2

]
, and (B.40)

Pr[|(σ−2u,(T )e
′e/T )−1/2 − 1| > aT ] ≤ exp[−C0 (TaT )s/(s+2)] + exp

[
−C1TC2

]
, (B.41)

Proof. First note that T−1x′Mqx − σ2x,(T ) = T−1
∑T

t=1

(
û2x,t − σ2xt

)
, where ûx,t, for t =

1, 2, ..., T ,. is the t-th element of ûx = Mqx. Now applying Lemma A7 to
∑T

t=1

(
û2x,t − σ2xt

)
with

ζT = TaT we have Pr(|
∑T

t=1

(
û2x,t − σ2xt

)
| > ζT ) ≤ exp[− (1− π)2 ζ2Tω

−2
x,(T )/(2T )]+exp

[
−C0TC1

]
,

if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2), and Pr(|
∑T

t=1

(
û2x,t − σ2xt

)
| > ζT ) ≤ exp[−C0ζs/(s+2)T ] +

exp
[
−C1TC2

]
, if λ > (s/2 + 1)/(s/2 + 2), where ω2x,(T ) is defined by (B.34). Also

Pr[|T−1σ−2x,(T )
∑T

t=1

(
û2x,t − σ2xt

)
| > T−1σ−2x,(T )ζT ] ≤ exp[− (1− π)2 ζ2Tω

−2
x,(T )T

−1/2]+exp
[
−C0TC1

]
,

if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2), and Pr[|T−1σ−2x,(T )
∑T

t=1

(
û2x,t − σ2xt

)
| > ζTT

−1σ−2x,(T )] ≤
exp[−C0ζs/(s+2)T ]+exp

[
−C1TC2

]
, if λ > (s/2+1)/(s/2+2). Therefore, setting aT = ζT/Tσ

2
x,(T ) =

	
(
T λ−1

)
, we have

Pr(|σ−2x,(T )T
−1x′Mqx− 1| > aT ) ≤ exp[−σ4x,(T ) (1− π)2 Ta2Tω

−2
x,(T )/2] + exp

[
−C0TC1

]
, (B.42)

if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2), and

Pr(|σ−2x,(T )T
−1x′Mqx− 1| > aT ) ≤ exp[−C0ζs/(s+2)T ] + exp

[
−C1TC2

]
,
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if λ > (s/2 + 1)/(s/2 + 2), as required. Now setting ωT = σ−2x,(T )T
−1x′Mqx, and using Lemma

A13, we have Pr[|(σ−2x,(T )T−1x′Mqx)−1/2−1| > aT ] ≤ Pr(|σ−2x,(T )T−1x′Mqx−1| > aT ), and hence

Pr[|(σ−2u,(T )T
−1x′Mqx)−1/2−1| > aT ] ≤ exp[−σ4x,(T ) (1− π)2 Ta2Tω

−2
x,(T )]+exp

[
−C0TC1

]
, (B.43)

if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2), and

Pr[|(σ−2u,(T )T
−1x′Mqx)−1/2 − 1| > aT ] ≤ exp[−C0ζs/(s+2)T ] + exp

[
−C1TC2

]
,

if λ > (s/2 + 1)/(s/2 + 2). Furthermore

Pr[|(σ−2x,(T )T
−1x′Mqx)1/2 − 1| > aT ] = Pr

[
|(σ−2x,(T )T−1x′Mqx)− 1|
(σ−2x,(T )T

−1x′Mqx)1/2 + 1
> aT

]
,

and using Lemma A11 for some finite positive constant C, we have Pr[|(σ−2x,(T )T−1x′Mqx)1/2 −
1| > aT ] ≤ Pr[|σ−2x,(T )T−1x′Mqx−1| > aTC

−1]+Pr[(σ−2x,(T )T
−1x′Mqx)1/2+1 < C−1]. Let C = 1,

and note that for this choice of C, Pr[(σ−2x,(T )T
−1x′Mqx)1/2+1 < C−1] = Pr[(σ−2x,(T )T

−1x′Mqx)1/2 <

0] = 0. Hence Pr[|(σ−2x,(T )T−1x′Mqx)1/2 − 1| > aT ] ≤ Pr[|(σ−2x,(T )T−1x′Mqx) − 1| > aT ], and

using (B.42),

Pr[|(σ−2x,(T )T
−1x′Mqx)1/2 − 1| > aT ] ≤ exp[−σ4x,(T ) (1− π)2 Ta2Tω

−2
x,(T )/2] + exp

[
−C0TC1

]
,

(B.44)

if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2), and

Pr[|(σ−2x,(T )T
−1x′Mqx)1/2 − 1| > aT ] ≤ exp[−C0ζs/(s+2)T ] + exp

[
−C1TC2

]
,

if λ > (s/2 + 1)/(s/2 + 2). Consider now e′e =
∑T

t=1 e
2
t and note that |

∑T
t=1 (e2t − σ2t ) | ≤

|
∑T

t=1 (u2t − σ2t ) |+ | (T−1u′W) (T−1W′W)
−1

(W′u) |, where W = (Q,x). As before, applying

Lemma A7 to
∑T

t=1 (e2t − σ2t ), and following similar lines of reasoning we have

Pr[|
∑T

t=1

(
e2t − σ2t

)
| > ζT ] ≤ exp[− (1− π)2 ζ2TT

−1ω−2u,(T )/2] + exp
[
−C0TC1

]
,

if 3d/2 < λ ≤ (s/2 + 1)/(s/2 + 2), and

Pr[|
∑T

t=1

(
e2t − σ2t

)
| > ζT ] ≤ exp[−C0ζs/(s+2)T ] + exp

[
−C1TC2

]
,

if λ > (s/2 + 1)/(s/2 + 2), which yield (B.37) and (B.40). Result (B.38) also follows along

similar lines as used above to prove (B.33).

Lemma A9 Let yt, for t = 1, 2, ..., T , be given by the data generating process (6) and suppose

that ut and xnt = (x1t, x2t, ..., xnt)
′ satisfy Assumptions 2-4. Let q·t = (q1,t, q2,t, ..., qlT ,t)

′ contain

a constant and a subset of xnt = (x1t, x2t, ..., xnt)
′, and lT = o(T 1/3). Assume that Σqq =

1
T

∑T
t=1E (q·tq

′
·t) and Σ̂qq = Q′Q/T are both invertible, where Q = (q1·, q2·, ..., qlT ·) and qi· =

11



(qi1, qi2, .., qiT )′, for i = 1, 2, ..., lT . Suppose that Assumption 5 holds for xt and q·t, where xt is a

generic element of {x1t, x2t, ..., xnt} that does not belong to q·t. Denote the projection residuals
of yt on (q′·t, xt)

′ as et = yt − γ ′yqx,T (q′·t, xt)
′. Define x = (x1, x2, ..., xT )′, e = (e1, e2, ..., eT )′,

and Mq = IT − Q(Q′Q)−1Q′. Moreover, let E (e′e/T ) = σ2e,(T ) and E (x′Mqx/T ) = σ2x,(T ).

Then

Pr

[∣∣∣∣∣ aT√
(T−1e′e) (T−1x′Mqx)

∣∣∣∣∣ > cp (n, δ)

]
≤ Pr

(∣∣∣∣ aT
σe,(T )σx,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
(B.45)

+ exp
[
−C0TC1

]
for any random variable aT , some finite positive constants C0 and C1, and some bounded se-

quence dT > 0, where cp (n, δ) is defined in (15). Similarly,

Pr

[∣∣∣∣∣ aT√
(T−1e′e)

∣∣∣∣∣ > cp (n, δ)

]
≤ Pr

(∣∣∣∣ aTσe,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
+ exp

[
−C0TC1

]
(B.46)

Proof. We prove (B.45). (B.46) follows similarly. Define

gT = [σ2e,(T )/(T
−1e′e)]1/2 − 1, hT = [σ2x,(T )/(T

−1x′Mqx)]1/2 − 1.

Using results in Lemma A11, note that for any dT > 0 bounded in T ,

Pr

[∣∣∣∣∣ aT√
(T−1e′e) (T−1x′Mqx)

∣∣∣∣∣ > cp (n, δ) |θ = 0

]
≤ Pr

(∣∣∣∣ aT
σe,(T )σx,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
+

Pr (|(1 + gT ) (1 + hT )| > 1 + dT ) .

Since (1 + gT ) (1 + hT ) > 0, then

Pr (|(1 + gT ) (1 + hT )| > 1 + dT ) = Pr [(1 + gT ) (1 + hT ) > 1 + dT ] = Pr (gThT + gT + hT ) > dT ) .

Using (B.33), (B.36), (B.38) and (B.41),

Pr [|hT | > dT ] ≤ exp
[
−C0TC1

]
, Pr [|hT | > c] ≤ exp

[
−C0TC1

]
,

Pr [|gT | > dT ] ≤ exp
[
−C0TC1

]
, Pr [|gT | > dT/c] ≤ exp

[
−C0TC1

]
,

for some finite positive constants C0 and C1. Using the above results, for some finite positive

constants C0 and C1, we have,

Pr

[∣∣∣∣∣ aT√
(T−1e′e) (T−1x′Mqx)

∣∣∣∣∣ > cp (n, δ) |θ = 0

]
≤ Pr

(∣∣∣∣ aT
σe,(T )σx,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
+exp

[
−C0TC1

]
,

which establishes the desired result.
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Lemma A10 Let yt, for t = 1, 2, ..., T , be given by the data generating process (6) and suppose

that ut and xnt = (x1t, x2t, ..., xnt)
′ satisfy Assumptions 2-4, with s = min(sx, su) > 0. Let

q·t = (q1,t, q2,t, ..., qlT ,t)
′ contain a constant and a subset of xnt, and let ηt = x′b,tβb + ut,

where xb,t is kb × 1 dimensional vector of signal variables that do not belong to q·t, with the

associated coeffi cients, βb. Assume that Σqq = 1
T

∑T
t=1E (q·tq

′
·t) and Σ̂qq = Q′Q/T are both

invertible, where Q = (q1·, q2·, ..., qlT ·) and qi· = (qi1, qi2, ..., qiT )′, for i = 1, 2, ..., lT . Moreover,

let lT = o(T 1/3) and suppose that Assumption 5 holds for xit and q·t, i = 1, 2, ..., n, where xt
is a generic element of {x1t, x2t, ..., xnt} that does not belong to q·t. Denote the corresponding
projection residuals defined by (11) as ux,t = xt − γ ′qx,Tq·t, and the projection residuals of
yt on (q′·t, xt)

′ as et = yt − γ ′yqx,T (q′·t, xt)
′. Define x = (x1, x2, ..., xT )′, y = (y1, y2, ..., yT )′,

e = (e1, e2, ..., eT )′, Mq = IT − Q(Q′Q)−1Q′, and θT = E (T−1x′MqXb)βb, where Xb is T

×kb matrix of observations on xb,t. Finally, cp (n, δ) is given by (15) with 0 < p < 1 and

f (n, δ) = cnδ, for some c, δ > 0, and there exists κ1 > 0 such that T = 	 (nκ1). Then, for any

π in the range 0 < π < 1, any dT > 0 and bounded in T , and for some finite positive constants

C0 and C1,

Pr [|tx| > cp (n, δ) |θT = 0] ≤ exp

[
− (1− π)2 σ2e,(T )σ

2
x,(T )c

2
p (n, δ)

2 (1 + dT )2 ω2xe,T

]
+ exp

[
−C0TC1

]
, (B.47)

where

tx =
T−1/2x′Mqy√

(T−1e′e) (T−1x′Mqx)
, (B.48)

σ2e,(T ) = E
(
T−1e′e

)
, σ2x,(T ) = E

(
T−1x′Mqx

)
, (B.49)

and

ω2xe,T = T−1
∑T

t=1E
[
(ux,tηt)

2] . (B.50)

Under σ2t = σ2 and/or E
(
u2x,t
)

= σ2xt = σ2x, for all t = 1, 2, ..., T ,

Pr [|tx| > cp (n, δ) |θT = 0] ≤ exp
[
− (1− π)2 c2p (n, δ) (1 + dT )−2 /2

]
+ exp

(
−C0TC1

)
. (B.51)

In the case where θT 6= 0, let θT = 	
(
T−ϑ

)
, for some 0 ≤ ϑ < 1/2, where cp (n, δ) =

O
(
T 1/2−ϑ−C8

)
, for some positive C8. Then, for some bounded positive sequence dT , and for

some C2, C3 > 0, we have

Pr [|tx| > cp (n, δ) |θT 6= 0] > 1− exp
(
−C2TC3

)
. (B.52)

Proof. The DGP, given by (7), can be written as y = aτ T + Xkβ+u = aτ T + Xaβa +

Xbβb + u, where Xa is a subset of Q. Let Qx = (Q,x), Mq = IT − Q(Q′Q)−1Q′, Mqx =

IT −Qx(Q
′
xQx)

−1Q′x. Then, MqXa = 0, and let MqXb = (xbq,1,xbq,2, ...,xbq,T )′. Then,

tx =
T−1/2x′Mqy√

(T−1e′e/) (T−1x′Mqx)
=

T−1/2x′MqXbβb√
(T−1e′e) (T−1x′Mqx)

+
T−1/2x′Mqu√

(T−1e′e) (T−1x′Mqx)
. (B.53)
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Let θT = E (T−1x′MqXb)βb, η = Xbβb + u, η = (η1, η2, ..., ηT )′ , and write (B.53) as

tx =

√
TθT√

(T−1e′e/) (T−1x′Mqx)
+

√
T (T−1x′Mqη − θT )√

(T−1e′e/) (T−1x′Mqx)
. (B.54)

First, consider the case where θT = 0 and note that in this case

tx = (T−1x′Mqx)
−1/2 (

T−1/2x′Mqη
)

(T−1e′e)
−1/2. Now by Lemma A9, we have

Pr [|tx| > cp (n, δ) |θT = 0] = Pr

[∣∣∣∣∣(T−1x′Mqx)
−1/2 (

T−1/2x′Mqη
)

(T−1e′e)1/2

∣∣∣∣∣ > cp (n, δ) |θT = 0

]

≤Pr

(∣∣∣∣T−1/2x′Mqη

σe,(T )σx,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
+ exp

(
−C0TC1

)
.

where σ2e,(T ) and σ
2
x,(T ) are defined by (B.49). Hence, noting that cp (n, δ) = o(TC0), for all

C0 > 0, under Assumption 3, and by Lemma A6, we have

Pr [|tx| > cp (n, δ) |θT = 0] ≤ exp

[
− (1− π)2 σ2e,(T )σ

2
x,(T )c

2
p (n, δ)

2 (1 + dT )2 ω2xe,T

]
+ exp

(
−C0TC1

)
,

where ω2xe,T = T−1
∑T

t=1E[(ux,tηt)
2] = T−1

∑T
t=1E[u2x,t

(
x′b,tβb + ut

)2
], and ux,t, being the er-

ror in the regression of xt on Q, is defined by (11). Since by assumption ut are distributed

independently of ux,t and xb,t, then

ω2xe,T = T−1
∑T

t=1E[u2x,t(x
′
bq,tβb)

2] + T−1
∑T

t=1E
(
u2xt
)
E
(
u2t
)
,

where x′bq,tβb is the t-th element ofMqXbβb. Furthermore, E[u2x,t(x
′
bq,tβb)

2] = E
(
u2x,t
)
E(x′bq,tβb)

2 =

E
(
u2x,t
)
β′bE(xbq,tx

′
bq,t)βb, noting that under θ = 0, ux,t and xb,t are independently distributed.

Hence

ω2xe,T = T−1
∑T

t=1E
(
u2x,t
)
β′bE(xbq,tx

′
bq,t)βb + T−1

∑T
t=1E

(
u2xt
)
E
(
u2t
)
. (B.55)

Similarly

σ2e,(T ) = E
(
T−1e′e

)
= E

(
T−1η′Mqxη

)
= E[T−1 (Xbβb + u)′Mqx (Xbβb + u)]

= β′bE
(
T−1X′bMqxXb

)
βb + T−1

∑T
t=1E

(
u2t
)
,

and since under θ = 0, x being a noise variable will be distributed independently of Xb, then

E (T−1X′bMqxXb) = E (T−1X′bMqXb), and we have

σ2e,(T ) = β′bE
(
T−1X′bMqXb

)
βb+T

−1∑T
t=1E

(
u2t
)

= T−1
∑T

t=1β
′
bE
(
xbq,tx

′
bq,t

)
βb+T

−1∑T
t=1E

(
u2t
)
.

(B.56)

Using (B.55) and (B.56), it is now easily seen that if either E
(
u2x,t
)

= σ2ux or E (u2t ) = σ2, for

all t, then we have ω2xe,T = σ2e,(T )σ
2
x,(T ), and hence

Pr [|tx| > cp (n, δ) |θT = 0] ≤ exp
[
− (1− π)2 c2p (n, δ) (1 + dT )−2 /2

]
+ exp

(
−C0TC1

)
,
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giving a rate that does not depend on error variances. Next, we consider θT 6= 0. By (B.45) of

Lemma A9, for dT > 0 and bounded in T ,

Pr

[∣∣∣∣∣ T−1/2x′Mqy√
(T−1e′e/) (T−1x′Mqx)

∣∣∣∣∣ > cp (n, δ)

]
≤ Pr

(∣∣∣∣T−1/2x′Mqy

σe,(T )σx,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
+exp

(
−C0TC1

)
.

We then have

T−1/2x′Mqy

σe,(T )σx,(T )
=
T 1/2 (T−1x′MqXbβb − θT )

σe,(T )σx,(T )
+
T−1/2x′Mqu

σe,(T )σx,(T )
+

T 1/2θT
σe,(T )σx,(T )

=
T 1/2 (T−1x′Mqη − θT )

σe,(T )σx,(T )
+

T 1/2θT
σe,(T )σx,(T )

.

Then Pr[|T 1/2σ−1e,(T )σ
−1
x,(T ) (T−1x′Mqη − θT ) + T 1/2σ−1e,(T )σ

−1
x,(T )θT | > cp (n, δ) /(1 + dT )] = 1 −

Pr
[∣∣∣T 1/2σ−1e,(T )σ−1x,(T ) (T−1x′Mqη − θT ) + T 1/2σ−1e,(T )σ

−1
x,(T )θT

∣∣∣ ≤ cp (n, δ) /(1 + dT )
]
. Note that since

cp (n, δ) is given by (15), then, T 1/2 |θT | /(σe,(T )σx,(T ))−cp (n, δ) / (1 + dT ) > 0. Then by Lemma

A12,

Pr

[∣∣∣∣T 1/2 (T−1x′Mqη − θT )

σe,(T )σx,(T )
+

T 1/2θT
σe,(T )σx,(T )

∣∣∣∣ ≤ cp (n, δ)

1 + dT

]
≤ Pr

[∣∣∣∣T 1/2 (T−1x′Mqη − θT )

σe,(T )σx,(T )

∣∣∣∣ > T 1/2 |θT |
σe,(T )σx,(T )

− cp (n, δ)

1 + dT

]
.

But, setting ζT = T 1/2
[
T 1/2 |θT | /[σe,(T )σx,(T )]− cp (n, δ) / (1 + dT )

]
and noting that θT = O(T−ϑ),

0 ≤ ϑ < 1/2, implies that this choice of ζT satisfies ζT = 	
(
T λ
)
with λ = 1 − ϑ, (B.16) of

Lemma A6 applies regardless of s > 0, which gives us

Pr

[∣∣∣∣T 1/2 (T−1x′Mqη − θT )

σe,(T )σx,(T )

∣∣∣∣ > T 1/2 |θT |
σe,(T )σx,(T )

− cp (n, δ)

1 + dT

]
≤ C4 exp

{
−C5

[
T 1/2

(
T 1/2 |θT |
σe,(T )σx,(T )

− cp (n, δ)

1 + dT

)]s/(s+2)}
+ exp

(
−C6TC7

)
, (B.57)

for some C4, C5, C6 and C7 > 0. Hence, as long as the assumption that cp (n, δ) = O
(
T 1/2−ϑ−C8

)
holds, for some positive C8, there must exist positive finite constants C2 and C3, such that

Pr

[∣∣∣∣T 1/2 (T−1x′Mqη − θ)
σe,(T )σx,(T )

∣∣∣∣ > T 1/2 |θT |
σe,(T )σx,(T )

− cp (n, δ)

1 + dT

]
≤ exp

(
−C2TC3

)
(B.58)

for any s > 0. So overall

Pr

[∣∣∣∣∣ T−1/2x′Mqy√
(T−1e′e/) (T−1x′Mqx)

∣∣∣∣∣ > cp (n, δ)

]
> 1− exp

(
−C2TC3

)
.
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Lemma A11 Let XiT , for i = 1, 2, ..., lT , YT and ZT be random variables. Then, for some

finite positive constants C0, C1 and C2, and any constants πi, for i = 1, 2, ..., lT , satisfying

0 < πi < 1 and
∑lT

i=1 πi = 1, we have

Pr

(
lT∑
i=1

|XiT | > C0

)
≤

lT∑
i=1

Pr (|XiT | > πiC0) , (B.59)

Pr (|XT | × |YT | > C0) ≤ Pr (|XT | > C0/C1) + Pr (|YT | > C1) , (B.60)

and

Pr (|XT | × |YT | × |ZT | > C0) ≤ Pr (|XT | > C0/ (C1C2)) + Pr (|YT | > C1) + (B.61)

Pr (|ZT | > C2) .

Proof. Without loss of generality we consider the case lT = 2. Consider the two random

variables X1T and X2T . Then, for some finite positive constants C0 and C1, we have

Pr (|X1T |+ |X2T | > C0) ≤ Pr ({|X1T | > (1− π)C0} ∪ {|X2T | > πC0})
≤ Pr (|X1T | > (1− π)C0) + Pr (|X2T | > πC0) ,

proving the first result of the lemma.

Define events H = {|XT | × |YT | > C0}, B= {|XT | > C0/C1} and C = {|YT | > C1}. Then
H ⊂ (B ∪ C), namely H must be contained in B ∪ C. Hence P (H) ≤ P (B ∪ C). But

P (B ∪ C) ≤ P (B) + P (C). Therefore, P (H) ≤ P (B) + P (C), proving the second result

of the lemma. The third result follows by a repeated application of the second result.

Lemma A12 Consider the scalar random variable X, and the constants B and C. Then, if

|B| ≥ C > 0,

Pr (|X +B| ≤ C) ≤ Pr (|X| > |B| − C) . (B.62)

Proof. We note that the event we are concerned with is of the form A = {|X +B| ≤ C}.
Consider two cases: (i) B > 0. Then, A can occur only if X < 0 and |X| > B − C = |B| − C.
(ii) B < 0. Then, A can occur only if X > 0 and X = |X| > |B| −C. It therefore follows that
the event {|X| > |B| − C} implies A proving (B.62).

Lemma A13 Consider the scalar random variable, ωT , and the deterministic sequence, αT >

0, such that αT → 0 as T →∞. Then there exists T0 > 0 such that for all T > T0 we have

Pr

(∣∣∣∣ 1
√
ωT
− 1

∣∣∣∣ > αT

)
≤ Pr (|ωT − 1| > αT ) . (B.63)

16



Proof. We first note that for αT < 1/2∣∣∣∣ 1
√
ωT
− 1

∣∣∣∣ < |ωT − 1| for any ωT ∈ [1− αT , 1 + αT ] .

Also, since aT → 0 then there must exist a T0 > 0 such that aT < 1/2, for all T > T0, and hence

if event A : |ωT − 1| ≤ aT is satisfied, then it must be the case that event B :
∣∣∣ 1√

ωT
− 1
∣∣∣ ≤ aT

is also satisfied for all T > T0. Further, since A ⇒ B, then Bc ⇒ Ac, where Ac denotes the

complement of A. Therefore,
∣∣∣ 1√

ωT
− 1
∣∣∣ > aT implies |ωT − 1| > aT , for all T > T0, and we

have Pr
(∣∣∣ 1√

ωT
− 1
∣∣∣ > αT

)
≤ Pr (|ωT − 1| > αT ), as required.

Lemma A14 Let AT = (aij,T ) be a symmetric lT × lT matrix with eigenvalues µ1 ≤ µ2 ≤ ... ≤
µlT . Let µi = 	 (lT ), i = lT −M+1, lT −M+2, ..., lT , for some finite M , and sup1≤i≤lT−M µi <

C0 <∞, for some finite positive C0. Then,

‖AT‖F = 	 (lT ) . (B.64)

If, in addition, inf1≤i<lT µi > C1 > 0, for some finite positive C1, then∥∥A−1T ∥∥F = 	
(√

lT

)
. (B.65)

Proof. We have

‖AT‖2F = Tr (ATA′T ) = Tr
(
A2
T

)
=

lT∑
i=1

µ2i ,

where µi, for i = 1, 2, ..., lT , are the eigenvalues of AT . But by assumption µi = 	 (lT ),

for i = lT − M + 1, lT − M + 2, ..., lT , and sup1≤i≤lT−M µi < C0 < ∞, then
∑lT

i=1 µ
2
i = M

	 (l2T ) + O(lT −M) = 	 (l2T ), and since M is fixed then (B.64) follows. Note that A−1T is also

symmetric, and using similar arguments as above, we have

∥∥A−1T ∥∥2F = Tr
(
A−2T

)
=

lT∑
i=1

µ−2i ,

but all eigenvalues of AT are bounded away from zero under the assumptions of the lemma,

which implies µ−2i = 	 (1) and therefore
∥∥A−1T ∥∥F = 	

(√
lT
)
, which establishes (B.65).

Lemma A15 Let z be a random variable and suppose there exists finite positive constants C0,

C1 and s > 0 such that

Pr (|z| > α) ≤ C0 exp (−C1αs) , for all α > 0. (B.66)

Then for any finite p > 0 and p/s finite, there exists C2 > 0 such that

E |z|p ≤ C2. (B.67)
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Proof. We have that
E |z|p =

∫ ∞
0

αpdPr (|z| ≤ α) .

Using integration by parts, we get∫ ∞
0

αpdPr (|z| ≤ α) = p

∫ ∞
0

αp−1 Pr (|z| > α) dα.

But, using (B.66), and a change of variables, implies

E |z|p ≤ pC0

∫ ∞
0

αp−1 exp (−C1αs) dα =
pC0
s

∫ ∞
0

u
p−s
s exp (−C1u) du = C0C

−p/s
1

(p
s

)
Γ
(p
s

)
,

where Γ (·) is a gamma function. But for a finite positive p/s, Γ (p/s) is bounded and (B.67)

follows.

Lemma A16 Let AT = (aij,T ) be an lT × lT matrix and ÂT = (âij,T ) be an estimator of AT .

Suppose that AT is invertible and there exists a finite positive C0, such that

sup
i,j

Pr (|âij,T − aij,T | > bT ) ≤ exp
(
−C0Tb2T

)
, (B.68)

for all bT > 0. Then

Pr
(∥∥∥ÂT −AT

∥∥∥
F
> bT

)
≤ l2T exp

(
−C0

Tb2T
l2T

)
, (B.69)

and

Pr
(∥∥∥Â−1T −A−1T ∥∥∥

F
> bT

)
≤ l2T exp

(
−C0Tb2T

l2T
∥∥A−1T ∥∥2F (∥∥A−1T ∥∥F + bT

)2
)

+ l2T exp

(
−C0

T∥∥A−1T ∥∥2F l2T
)
. (B.70)

Proof. First note that since bT > 0, then

Pr
(∥∥∥ÂT −AT

∥∥∥
F
> bT

)
= Pr

(∥∥∥ÂT −AT

∥∥∥2
F
> b2T

)
= Pr

([
lT∑
j=1

lT∑
i=1

(âij,T − aij,T )2 > b2T

])
,

and using the probability bound result, (B.59), and setting πi = 1/lT , we have

Pr
(∥∥∥ÂT −AT

∥∥∥
F
> bT

)
≤

lT∑
j=1

lT∑
i=1

Pr
(
|âij,T − aij,T |2 > l−2T b2T

)
=

lT∑
j=1

lT∑
i=1

Pr
(
|âij,T − aij,T | > l−1T bT

)
≤ l2T sup

ij=1,2,...,lT

[
Pr
(
|âij,T − aij,T | > l−1T bT

)]
.
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Hence by (B.68) we obtain (B.69). To establish (B.70) define the events

AT =
{∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F
< 1
}
and BT =

{∥∥∥Â−1T −A−1T ∥∥∥
F
> bT

}
and note that by (2.15) of Berk (1974) if AT holds we have

∥∥∥Â−1T −A−1T ∥∥∥
F
≤

∥∥A−1T ∥∥2F ∥∥∥ÂT −AT

∥∥∥
F

1−
∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F

. (B.71)

Hence

Pr (BT |AT ) ≤ Pr

 ∥∥A−1T ∥∥2F ∥∥∥ÂT −AT

∥∥∥
F

1−
∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F

> bT


= Pr

(∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
)) . (B.72)

Note also that

Pr (BT ) = Pr
(
{BT ∩ AT} ∪

{
BT ∩ ACT

})
= Pr (BT |AT ) Pr (AT ) + Pr

(
BT |ACT

)
Pr
(
ACT
)
.

(B.73)

Furthermore

Pr
(
ACT
)

= Pr
(∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F
> 1
)

= Pr
(∥∥∥ÂT −AT

∥∥∥
F
>
∥∥A−1T ∥∥−1F ) ,

and by (B.69) we have

Pr
(
ACT
)
≤ l2T exp

(
−C0

T∥∥A−1T ∥∥2F l2T
)
.

Using the above result and (B.72) in (B.73), we now have

Pr (BT ) ≤ Pr

(∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
))Pr (AT )

+ Pr
(
BT |ACT

)
l2T exp

(
−C0

T∥∥A−1T ∥∥2F l2T
)
.

Furthermore, since Pr (AT ) ≤ 1 and Pr
(
BT |ACT

)
≤ 1 then

Pr (BT ) = Pr
(∥∥∥Â−1T −A−1T ∥∥∥

F
> bT

)
≤ Pr

(∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
))

+ l2T exp

(
−C0

T∥∥A−1T ∥∥2F l2T
)
.

Result (B.70) now follows if we apply (B.69) to the first term on the RHS of the above.
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Lemma A17 Let AT = (aij,T ) be a lT × lT matrix and ÂT = (âij,T ) be an estimator of AT .

Let
∥∥A−1T ∥∥F > 0 and suppose that for some s > 0, any bT > 0 and some finite positive constant

C0,

sup
i,j

Pr (|âij,T − aij,T | > bT ) ≤ exp
[
−C0 (TbT )s/(s+2)

]
.

Then

Pr
(∥∥∥Â−1T −A−1T ∥∥∥

F
> bT

)
≤ l2T exp

(
−C0 (TbT )s/(s+2)

l
s/(s+2)
T

∥∥A−1T ∥∥s/(s+2)F

(∥∥A−1T ∥∥F + bT
)s/(s+2)

)
(B.74)

+ l2T exp

(
−C0

T s/(s+2)∥∥A−1T ∥∥s/(s+2)F
l
s/(s+2)
T

)
.

Proof. First note that since bT > 0, then

Pr
(∥∥∥ÂT −AT

∥∥∥
F
> bT

)
= Pr

(∥∥∥ÂT −AT

∥∥∥2
F
> b2T

)
= Pr

[
lT∑
j=1

lT∑
i=1

(âij,T − aij,T )2 > b2T

]
,

and using the probability bound result, (B.59), and setting πi = 1/l2T , we have

Pr
(∥∥∥ÂT −AT

∥∥∥
F
> bT

)
≤

lT∑
j=1

lT∑
i=1

Pr
(
|âij,T − aij,T |2 > l−2T b2T

)
(B.75)

=

lT∑
j=1

lT∑
i=1

Pr
(
|âij,T − aij,T | > l−1T bT

)
≤ l2T sup

ij

[
Pr
(
|âij,T − aij,T | > l−1T bT

)]
= l2T exp

(
−C0T s/(s+1)

b
s/(s+2)
T

l
s/(s+2)
t

)
.

To establish (B.74) define the events

AT =
{∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F
< 1
}
and BT =

{∥∥∥Â−1T −A−1T ∥∥∥ > bT

}
and note that by (2.15) of Berk (1974) if AT holds we have

∥∥∥Â−1T −A−1T ∥∥∥ ≤
∥∥A−1T ∥∥2F ∥∥∥ÂT −AT

∥∥∥
F

1−
∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F

.

Hence

Pr (BT |AT ) ≤ Pr

 ∥∥A−1T ∥∥2F ∥∥∥ÂT −AT

∥∥∥
F

1−
∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F

> bT


= Pr

[∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
)] .
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Note also that

Pr (BT ) = Pr
(
{BT ∩ AT} ∪

{
BT ∩ ACT

})
= Pr (BT |AT ) Pr (AT ) + Pr

(
BT |ACT

)
Pr
(
ACT
)

Furthermore

Pr
(
ACT
)

= Pr
(∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F
> 1
)

= Pr
(∥∥∥ÂT −AT

∥∥∥
F
>
∥∥A−1T ∥∥−1F ) ,

and by (B.75) we have

Pr
(
ACT
)
≤ l2T exp

(
−C0T s/(s+1)

b
s/(s+2)
T

l
s/(s+2)
t

)
= exp

(
−C0

T s/(s+2)∥∥A−1T ∥∥s/(s+2)F
l
s/(s+2)
T

)
.

Using the above result, we now have

Pr (BT ) ≤ Pr

(∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
))Pr (AT )

+ Pr
(
BT |ACT

)
exp

(
−C0

T s/(s+2)∥∥A−1T ∥∥s/(s+2)F
l
s/(s+2)
T

)
.

Furthermore, since Pr (AT ) ≤ 1 and Pr
(
BT |ACT

)
≤ 1 then

Pr (BT ) = Pr
(∥∥∥Â−1T −A−1T ∥∥∥ > bT

)
≤ Pr

(∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
))

+ exp

(
−C0

T s/(s+2)∥∥A−1T ∥∥s/(s+2)F
l
s/(s+2)
T

)
.

Result (B.74) now follows if we apply (B.75) to the first term on the RHS of the above.

Lemma A18 Let Sa and Sb, respectively, be T × la,T and T × lb,T matrices of observations

on sa,it, and sb,it, for i = 1, 2, ..., lT , t = 1, 2, ..., T , and suppose that {sa,it, sb,it} are either
non-stochastic and bounded, or random with finite 8th order moments. Consider the sample

covariance matrix Σ̂ab = T−1S′aSb and denote its expectations by Σab = T−1E (S′aSb). Let

zij,t = sa,itsb,jt − E (sa,itsb,jt) ,

and suppose that

sup
i,j

[
T∑
t=1

T∑
t′=1

E(zij,tzij,t′)

]
= O (T ) . (B.76)

Then,

E
∥∥∥Σ̂ab −Σab

∥∥∥2
F

= O

(
la,T lb,T
T

)
. (B.77)

21



If, in addition,

sup
i,j,i′,j′

[
T∑
t=1

T∑
t′=1

T∑
s=1

T∑
s′=1

E(zij,tzij,t′zi′j′,szi′j′,s′)

]
= O

(
T 2
)
, (B.78)

then

E
∥∥∥Σ̂ab −Σab

∥∥∥4
F

= O

(
l2a,T l

2
b,T

T 2

)
. (B.79)

Proof. We first note that E(zij,tzij,t′) and E (zij,tzij,t′zi′j′,szi′j′,s′) exist since by assumption

{sa,it, sb,it} have finite 8th order moments. The (i, j) element of Σ̂ab −Σab is given by

aij,T = T−1
T∑
t=1

zij,t, (B.80)

and hence

E
∥∥∥Σ̂ab −Σab

∥∥∥2
F

=

la,T∑
i=1

lb,T∑
j=1

E
(
a2ij,T

)
= T−2

la,T∑
i=1

lb,T∑
j=1

T∑
t=1

T∑
t′=1

E (zij,tzij,t′)

≤ la,T lb,T
T 2

sup
i,j

[
T∑
t=1

T∑
t′=1

E(zij,tzij,t′)

]
,

and (B.77) follows from (B.76). Similarly,

∥∥∥Σ̂ab −Σab

∥∥∥4
F

=

 la,T∑
i=1

lb,T∑
j=1

a2ij,T

2

=

la,T∑
i=1

lb,T∑
j=1

la,T∑
i′=1

lb,T∑
j′=1

a2ij,Ta
2
i′j′,T .

But using (B.80) we have

a2ij,Ta
2
i′j′,T = T−4

(
T∑
t=1

T∑
t′=1

zij,tzij,t′

)(
T∑
s=1

T∑
s′=1

zi′j′,szi′j′,s′

)

= T−4
T∑
t=1

T∑
t′=1

T∑
s=1

T∑
s′=1

zij,tzij,t′zi′j′,szi′j′,s′ ,

and

E
∥∥∥Σ̂ab −Σab

∥∥∥4
F

= T−4
la,T∑
i=1

lb,T∑
j=1

la,T∑
i′=1

lb,T∑
j′=1

T∑
t=1

T∑
t′=1

T∑
s=1

T∑
s′=1

E (zij,tzij,t′zi′j′,szi′j′,s′)

≤
l2a,T l

2
b,T

T 4
sup
i,j,i′,j′

[
T∑
t=1

T∑
t′=1

T∑
s=1

T∑
s′=1

E (zij,tzij,t′zi′j′,szi′j′,s′)

]
.

Result (B.79) now follows from (B.78).
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Remark 1 It is clear that conditions (B.76) and (B.78) are met under Assumption 3 that
requires zit to be a martingale difference process. But it is easily seen that condition (B.76)

also follows if we assume that sa,it and sb,jt are stationary processes with finite 8-th moments,

since the product of stationary processes is also a stationary process under a certain additional

cross-moment conditions (Wecker (1978)). The results of the lemma also follow readily if we

assume that sa,it and sb,jt′ are independently distributed for all i 6= j and all t and t′.

Lemma A19 Consider the data generating process (6) with k signal variables, k∗ pseudo-signal
variables, and n−k−k∗ noise variables. Let k̂o(s) be the number of variables selected at the stage
s of the OCMT procedure and suppose that conditions of Lemma A10 hold. Let k∗ = 	 (nε)

for some 0 ≤ ε < min {1, κ1/3}, where κ1 is the positive constant that defines the rate for
T = 	 (nκ1) in Lemma A10. Let Ds,T , be the event that the number of variables selected in
the first s stages of OCMT is smaller than or equal to lT , where lT = 	 (nν) and ν satisfies

ε < ν < κ1/3. Then there exist constants C0, C1 > 0 such that for any 0 < κ < 1, any δs > 0,

and any j > 0, it follows that

Pr
(
k̂o(s) − k − k∗ > j|Ds−1,T

)
≤ n− k − k∗

j

{
exp

[
−
κc2p (n, δs)

2

]
+ exp(−C0TC1)

}
, (B.81)

for s = 1, 2, ..., k.

Proof. By convention, the number of variables selected at the stage zero of OCMT is zero.
Conditioning on Ds−1,T allows the application of Lemma A10. We drop the conditioning nota-
tion in the rest of the proof to simplify notations. Then, by Markov’s inequality

Pr
(
k̂o(s) − k − k∗ > j

)
≤
E
(
k̂o(s) − k − k∗

)
j

. (B.82)

But

E
(
k̂o(s)

)
=

n∑
i=1

E
[

̂I(s) (βi 6= 0)
]

=
k+k∗∑
i=1

E
[

̂I(s) (βi 6= 0)
]

+

n∑
i=k+k∗+1

E
[

̂I(s) (βi 6= 0)
∣∣θi,(s) = 0

]
.

≤ k + k∗ +

n∑
i=k+k∗+1

E
[

̂I(s) (βi 6= 0)
∣∣θi,(s) = 0

]
,

where we have used ̂I(s) (βi 6= 0) ≤ 1. Moreover,

E
[

̂I(s) (βi 6= 0)
∣∣θi,(s) = 0

]
= Pr

(∣∣∣tφ̂T,i,(s)∣∣∣ > cp (n, δs) |θi,(s) = 0
)
,
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for i = k+k∗+1, k+k∗+2, ..., n, and using (B.51) of Lemma A10, we have (for some 0 < κ < 1

and C0, C1 > 0)

sup
i>k+k∗

Pr
(∣∣∣tφ̂T,i,(s)∣∣∣ > cp (n, δs) |θi,(s) = 0

)
≤ exp

[
−
κc2p (n, δs)

2

]
+ exp(−C0TC1).

Hence,

E
(
k̂o(s)

)
− k − k∗ ≤ (n− k − k∗)

{
exp

[
−
κc2p (n, δs)

2

]
+ exp(−C0TC1)

}
,

and therefore (using this result in (B.82))

Pr
(
k̂o(s) − k − k∗ > j

)
≤ n− k − k∗

j

{
exp

[
−
κc2p (n, δs)

2

]
+ exp(−C0TC1)

}
,

as desired.

Lemma A20 Consider the data generating process (6) with k signal, k∗ pseudo-signal, and
n − k − k∗ noise variables. Let Tk be the event that the OCMT procedure stops after k stages
or less, and suppose that conditions of Lemma A10 hold. Let k∗ = 	 (nε) for some 0 ≤ ε <

min {1, κ1/3}, where κ1 is the positive constant that defines the rate for T = 	 (nκ1) in Lemma

A10. Moreover, let δ > 0 and δ∗ > 0 denote the critical value exponents for stage 1 and

subsequent stages of the OCMT procedure, respectively. Then,

Pr (Tk) = 1 +O
(
n1−ν−κδ

)
+O

(
n1−κδ

∗)
+O

[
n exp

(
−C0nC1κ1

)]
, (B.83)

for some C0, C1 > 0, any κ in 0 < κ < 1, and any ν in ε < ν < κ1/3.

Proof. Consider the event Dk,T = {k̂(j) ≤ lT , j = 1, 2, ..., k} for k ≥ 1, which is the event

that the number of variables selected in the first k stages of OCMT is smaller than or equal to

lT = 	 (nν), where ν lies in the interval ε < ν < κ1/3. Such a ν exists since by assumption

0 ≤ ε < min {1, κ1/3}. We have Pr (Tk) = 1− Pr (T ck ), and

Pr (T ck ) = Pr (T ck |Dk,T ) Pr (Dk,T ) + Pr
(
T ck |Dck,T

)
Pr
(
Dck,T

)
≤ Pr (T ck |Dk,T ) + Pr

(
Dck,T

)
,

Therefore,

Pr (Tk) ≥ 1− Pr (T ck |Dk,T )− Pr
(
Dck,T

)
. (B.84)

We note that

Pr (Dk,T ) ≥ Pr

[(
k̂o(1) ≤

lT
k

)
∩
(
k̂o,(2) ≤

lT
k

∣∣∣∣D1,T) ∩ ... ∩ ( k̂o(k) ≤ lT
k

∣∣∣∣Dk−1,T)] ,
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where k̂o(s) is the number of variables selected in the s-th stage of OCMT and Ds,T = {k̂(j) ≤
lT , j = 1, 2, ..., s} for s = 1, 2, ..., k. Hence

Pr
(
Dck,T

)
≤ Pr


 (k̂o(1) ≤ lT

k

)
∩
(
k̂o(2) ≤

lT
k

∣∣∣D1,T) ∩ ...
∩
(
k̂o(k) ≤

lT
k

∣∣∣Dk−1,T)
c .

Furthermore

Pr


 (k̂o(1) ≤ lT

k

)
∩
(
k̂o(2) ≤

lT
k

∣∣∣D1,T) ∩ ...
∩
(
k̂o(k) ≤

lT
k

∣∣∣Dk−1,T)
c

= Pr


 (k̂o(1) > lT

k

)
∪
(
k̂o(2) >

lT
k

∣∣∣D1,T) ∪ ...
∪
(
k̂o(k) >

lT
k

∣∣∣Dk−1,T)


≤ Pr

(
k̂o(1) >

lT
k

)
+

k∑
s=2

Pr

(
k̂o(s) >

lT
k

∣∣∣∣Ds−1,T) .
Since k is finite and 0 ≤ ε < ν, there exists T0 such that for all T > T0 we have lT/k > k + k∗,

and we can apply (B.81) of Lemma A19 (for j = lT/k − k − k∗ > 0), to obtain

Pr

(
k̂o(1) >

lT
k

)
= Pr

(
k̂o(1) − k − k∗ >

lT
k
− k − k∗

)
≤ n− k − k∗

lT
k
− k − k∗

{
exp

[
−
κc2p (n, δ)

2

]
+ exp(−C0TC1)

}
,

for some C0, C1 > 0 and any 0 < κ < 1. Noting that for 0 ≤ ε < ν,

n− k − k∗
lT
k
− k − k∗

= 	
(
n1−ν

)
, (B.85)

and using also result (ii) of Lemma A2, we obtain

Pr

(
k̂o(1) >

lT
k

)
= O

(
n1−ν−κδ

)
+O

[
n1−ν exp

(
−C0TC1

)]
.

Similarly,

Pr

(
k̂o(s) >

lT
k

∣∣∣∣Ds−1,T) = Pr

(
k̂o(s) − k − k∗ >

lT
k
− k − k∗

∣∣∣∣Ds−1,T)
≤ n− k − k∗

lT
k
− k − k∗

{
exp

[
−
κc2p (n, δ∗)

2

]
+ exp(−C0TC1)

}
= O

(
n1−ν−κδ

∗)
+O

[
n1−ν exp

(
−C0TC1

)]
,

where the critical value exponent in the higher stages (s > 1) of OCMT (δ∗) could differ from

the one in the first stage (δ). So, overall

Pr
(
Dck,T

)
≤ Pr

(
k̂o(1) >

lT
k

)
+

k∑
s=2

Pr

(
k̂o(s) >

lT
k

∣∣∣∣Ds−1,T)
= O

(
n1−ν−κδ

)
+O

(
n1−ν−κδ

∗)
+O

[
n1−ν exp

(
−C0TC1

)]
, (B.86)
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for some C0, C1 > 0, any κ in 0 < κ < 1, and any ν in ε < ν < κ1/3. Next, consider

Pr (T ck |Dk,T ), and note that

Pr (T ck |Dk,T ) = Pr (T ck |Dk,T ,Lk) Pr(Lk|Dk,T ) + Pr (T ck |Dk,T ,Lck) Pr(Lck|Dk,T )

≤ Pr (T ck |Dk,T ,Lk) + Pr(Lck|Dk,T ), (B.87)

where Pr (T ck |Dk,T ,Lk) is the probability that a noise variable will be selected in a stage of
OCMT that includes as regressors all signal variables, conditional on the event that fewer than

lT variables are selected in the first k steps of OCMT. Note that the event T ck |Dk,T ,Lk can only
occur if OCMT selects some pseudo-signal and/or some noise variables in stage k+ 1. But the

net effect coeffi cient of signal variables in stage k + 1 must be zero when all signal variables

were selected in earlier stages (s = 1, 2, ..., k), namely θi,(k+1) = 0 for i = k+ 1, k+ 2, ..., k+ k∗.

Moreover, θi,(k+1) = 0 also for i = k + k∗ + 1, k + k∗ + 2, ..., n, since the net effect coeffi cient of

noise variables is always zero (in any stage). Therefore, we have

Pr (T ck |Dk,T ,Lk) ≤
n∑

i=k+1

Pr
[∣∣∣tφ̂i,(k+1)∣∣∣ > cp (n, δ∗) |θi,(k+1) = 0,Dk,T

]
.

Note that the number of regressors in the regressions involving the t statistics tθ̂i,(k+1) , does not

exceed lT = 	 (nν), for ν in the interval 0 ≤ ε < ν < κ1/3 and hence lT = o(T 1/3) as required

by the conditions of Lemma A10. Using (B.51) of Lemma A10, we have

Pr (T ck |Dk,T ,Lk) ≤ (n− k) exp

[−κc2p(n, δ∗)
2

]
+ (n− k) exp

(
−C0TC1

)
. (B.88)

for some C0, C1 > 0 and any 0 < κ < 1. By Lemma A2, exp
[
−κc2p(n, δ∗)/2

]
= 	

(
n−κδ

∗)
, for

any 0 < κ < 1, and noting that n− k ≤ n we obtain

Pr (T ck |Dk,T ,Lk) = O
(
n1−κδ

∗)
+O

[
n exp

(
−C0TC1

)]
. (B.89)

Consider next the second term of (B.87), Pr(Lck|Dk,T ), and recall that Lk = ∩ki=1Li,k where
Li,k = ∪kj=1Bi,j, i = 1, 2, ..., k. Hence Lci,k = ∩kj=1Bci,j, and

Pr
(
Lci,k
∣∣ Tk,Dk,T ) = Pr

(
∩kj=1Bci,j

∣∣ Tk,Dk,T ) =

Pr
(
Bci,1
∣∣ Tk,Dk,T )Pr

(
Bci,2
∣∣Bci,1, Tk,Dk,T )

Pr
(
Bci,3
∣∣Bci,2 ∩ Bci,1, Tk,Dk,T )× ...×

Pr
(
Bci,k
∣∣Bci,k−1 ∩ ... ∩ Bci,1, Tk,Dk,T ) .

But by Proposition 1 we are guaranteed that for some 1 ≤ j ≤ k, θi,(j) 6= 0. Therefore,

Pr
(
Bci,j
∣∣Bci,j−1 ∩ ... ∩ Bci,1, Tk,Dk,T ) = Pr

(
Bci,j
∣∣Bci,j−1 ∩ ... ∩ Bci,1, θi,(j) 6= 0, Tk,Dk,T

)
,
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and by (B.52) of Lemma A10,

Pr
(
Bci,j
∣∣Bci,j−1 ∩ ... ∩ Bci,1, θi,(j) 6= 0, Tk,Dk,T

)
= O

[
exp

(
−C0TC1

)]
,

for some C0, C1 > 0. Therefore, for some j ∈ {1, 2, ..., k} and C0, C1 > 0,

Pr
(
Lci,k
∣∣ Tk,Dk,T ) ≤ Pr

(
Bci,j
∣∣Bci,j−1 ∩ ... ∩ Bci,1, θi,(j) 6= 0, Tk,Dk,T

)
= O

[
exp

(
−C0TC1

)]
. (B.90)

Noting that k is finite and

Pr (Lck| Tk,Dk,T ) = Pr
(
∪ki=1Lcik

∣∣ Tk,Dk,T )
≤

k∑
i=1

Pr (Lcik| Tk,Dk,T ) ,

it follows, using (B.90), that

Pr (Lck| Tk,Dk,T ) = O
[
exp

(
−C0TC1

)]
, (B.91)

for some C0, C1 > 0. Using (B.89) and (B.91) in (B.87) now gives5

Pr (T ck |Dk,T ) = O
(
n1−κδ

∗)
+O

[
n exp

(
−C0TC1

)]
. (B.92)

Using (B.86) and (B.92) in (B.84), yields

Pr (Tk) =1 +O
(
n1−ν−κδ

)
+O

(
n1−ν−κδ

∗)
+O

[
n1−ν exp

(
−C0TC1

)]
+O

(
n1−κδ

∗)
+O

[
n exp

(
−C2TC3

)]
,

for some C0, C1, C2, C3 > 0 and any κ in 0 < κ < 1, and any ν in ε < ν < κ1/3. But

O
(
n1−ν−κδ

∗)
is dominated byO

(
n1−κδ

∗)
, andO

[
n1−ν exp

(
−C0TC1

)]
is dominated byO

[
n exp

(
−C2TC3

)]
,

since ν > ε ≥ 0. Hence,

Pr (Tk) = 1 +O
(
n1−ν−κδ

)
+O

(
n1−κδ

∗)
+O

[
n exp

(
−C0TC1

)]
,

for some C0, C1 > 0, any κ in 0 < κ < 1, and any ν in ε < ν < κ1/3. This result in turn

establishes (B.83), noting that T = 	 (nκ1).

Lemma A21 Suppose that the data generating process (DGP) is given by

y
T×1

= X
T×k+1

· β
k+1×1

+ u
T×1
, (B.93)

where u = (u1, u2, ..., uT )′, E (u) = 0, E (uu′) = σ2IT , 0 < σ2 < ∞, IT is a T × T identity

matrix, X = (τ T ,Xk) = (τ T ,x1,x2, ...,xk) includes a T × 1 column of ones, τ T , and T × 1

5We have dropped the term O
[
exp

(
−C0TC1

)]
, which is dominated by O

[
n exp

(
−C0TC1

)]
.
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vectors of observations, xi = (xi1, xi2, ..., xiT )′, on the signal variables i = 1, 2, ..., k, and the

elements of β are bounded. Consider the regression model

y
T×1

= S
T×lT
· δ
lT×1

+ ε
T×1
, (B.94)

where S = (sit) = (s1, s2..., slT ), with sj = (sj1, sj2, ..., sjT )′, for j = 1, 2, ..., lT , Denote the least

squares estimator of δ in the regression model (B.94), by δ̂ , and the associated T × 1 vector of

least squares residuals, by ũ = y−Sδ̂, and set β0 =
(
β′,0′lT−k−1

)′
. Denote the eigenvalues of

Σss = E (T−1S′S) by µ1 ≤ µ2 ≤ ... ≤ µlT , and assume that the following conditions hold:

i. µi = O (lT ), i = lT−M+1, lT−M+2, ..., lT , for some finiteM , sup1≤i≤lT−M µi < C0 <∞,
for some C0 > 0, and inf1≤i<lT µi > C1 > 0, for some C1 > 0.

ii. Regressors are uncorrelated with the errors, E (sjtut) = 0 = E (xitut) , for all t = 1, 2..., T ,

i = 1, 2, ..., k, and j = 1, 2, ..., lT , sit have finite 8th order moments, and zij,t = sitsjt −
E (sitsjt) satisfies conditions (B.76) and (B.78) of Lemma A18. Moreover, z∗ij,t = sitxjt−
E (sitxjt) satisfies condition (B.76) of Lemma A18.

Suppose that l3T/T → 0, as lT and T →∞, Then, if S contains X

Fũ = T−1 ‖ũ‖2 = σ2 +Op

(
1√
T

)
+Op

(
l3T
T 3/2

)
+Op

(
l
3/2
T

T

)
, (B.95)

and ∥∥∥δ̂ − β0

∥∥∥
F

= Op

(
lT√
T

)
+Op

(
l
5/2
T

T

)
. (B.96)

But if one or more columns of X are not contained in S, then

Fũ = σ2 +Op (1) , (B.97)

and ∥∥∥δ̂ − β0

∥∥∥
F

= O (lT ) +Op

(
l
5/2
T

T

)
+Op

(
l
5/2
T√
T

)
+Op

(
lT√
T

)
. (B.98)

Proof. Let Σ̂ss = S′S/T , and recall that by assumption matrices Σss = E (T−1S′S) and Σ̂ss

are positive definite. Let ∆̂ss = Σ̂−1ss −Σ−1ss and using (2.15) of Berk (1974), note that

∥∥∥∆̂ss

∥∥∥
F
≤

‖Σ−1ss ‖
2
F

∥∥∥Σ̂ss −Σss

∥∥∥
F

1− ‖Σ−1ss ‖F
∥∥∥Σ̂ss −Σss

∥∥∥
F

. (B.99)

We focus on the individual terms on the right side of (B.99) to establish a bound, in probability,

for
∥∥∥∆̂ss

∥∥∥
F
. The assumptions on eigenvalues ofΣss in this lemma are the same as in Lemma A14
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with the only exception that O (.) terms are used instead of 	 (.). Using the same arguments

as in the proof of (B.64) and (B.65) of Lemma A14, it follows that

‖Σss‖F = O (lT ) , (B.100)

and ∥∥Σ−1ss ∥∥F = O
(√

lT

)
. (B.101)

Moreover, note that (i, j)-th element of
(
Σ̂ss −Σss

)
, zijt = sitsjt − E (sitsjt), satisfies the

conditions of Lemma A18, which establishes

E

(∥∥∥Σ̂ss −Σss

∥∥∥2
F

)
= O

(
l2T
T

)
, (B.102)

and therefore, usingE
∥∥∥Σ̂ss −Σss

∥∥∥
F
≤
[
E

(∥∥∥Σ̂ss −Σss

∥∥∥2
F

)]1/2
, and the fact that L1−convergence

implies convergence in probability, we have.∥∥∥Σ̂ss −Σss

∥∥∥
F

= Op

(
lT√
T

)
. (B.103)

Using (B.101) and (B.103), it now follows that

∥∥Σ−1ss ∥∥F ∥∥∥Σ̂ss −Σss

∥∥∥
F

= Op

(
l
3/2
T√
T

)
,

and since by assumption l
3/2
T√
T
→ 0, then

1(
1− ‖Σ−1ss ‖F

∥∥∥Σ̂ss −Σss

∥∥∥
F

)2 = Op (1) . (B.104)

Now using (B.103), (B.104), and (B.101) in (B.99), we have∥∥∥∆̂ss

∥∥∥
F

= O (lT )Op

(
lT√
T

)
Op (1) = Op

(
l2T√
T

)
, (B.105)

and hence∥∥∥∥∥
(

S′S

T

)−1∥∥∥∥∥
F

=
∥∥∥Σ̂−1ss ∥∥∥

F
≤
∥∥∥∆̂ss

∥∥∥
F

+
∥∥Σ−1ss ∥∥F = Op

(
l2T√
T

)
+Op

(√
lT

)
. (B.106)

Further, since by the assumption E (stut) = 0, then
∥∥S′u

T

∥∥2
F

= Op

(
lT
T

)
, and∥∥∥∥S′u

T

∥∥∥∥
F

= Op

(√
lT
T

)
. (B.107)

29



Consider now the T × 1 vector of residuals, ũ from the regression model (B.94) and note that

under (B.93) it can be written as

ũ = Msy= Msu+MsXβ, where Ms = IT − S (S′S)
−1

S′. (B.108)

In the case where X is a sub-set of S, MsXβ = 0, and

Fũ = T−1 ‖ũ‖2 = T−1u′Msu=T−1u′u−
(
T−1u′S

) (
T−1S′S

)−1 (
T−1S′u

)
. (B.109)

Also since ut are serially uncorrelated with zero means and variance σ2, we have

T−1u′u = σ2 +Op

(
T−1/2

)
,

and ∥∥∥(T−1u′S) (T−1S′S)−1 (T−1S′u)∥∥∥
F
≤
∥∥∥∥S′u

T

∥∥∥∥2
F

∥∥∥∥∥
(

S′S

T

)−1∥∥∥∥∥
F

,

which in view of (B.106) and (B.107) yields

(
T−1u′S

) (
T−1S′S

)−1 (
T−1S′u

)
= Op

(
l3T
T 3/2

)
+Op

(
l
3/2
T

T

)
.

The result (B.95) now follows using the above results in (B.109). Now consider the case where

S does not contain X, and note from (B.108) that

Fũ = T−1u′Msu+T−1β′X′MsXβ + 2T−1β′X′Msu. (B.110)

Since Ms is an idempotent matrix then∥∥T−1β′X′MsXβ
∥∥
F
≤ β′

(
X′X

T

)
β = β′Σxxβ +Op

(
T−1/2

)
= Op(1).

Similarly,

T−1β′X′Msu=T−1β′X′u−
(
T−1β′X′S

) (
T−1S′S

)−1 (
T−1S′u

)
= Op

(
T−1/2

)
+Op

(
lT√
T

)
+Op

(
l
5/2
T

T

)
.

The result (B.97) now follows if we use the above results in (B.110) and recalling that the

probability order of T−1u′Msu is given by (B.95). Consider now the least squares estimator of

δ̂ and note that under (B.93) it can be written as

δ̂ = (S′S)
−1

S′y= (S′S)
−1

S′Xβ + (S′S)
−1

S′u. (B.111)

Suppose that X is included as the first k+ 1 columns of S, and denote the remaining lT − k− 1

columns of S byW. Also partition δ̂ accordingly as
(
δ̂
′
x, δ̂

′
w

)′
, where δ̂x is the (k+1)×1 vector
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of estimated coeffi cients associated with X. Note also that in this case S (S′S)−1 S′X = X, and

we have

Sδ̂ = Xβ + S (S′S)
−1

S′u,

or

X
(
δ̂x − β

)
+ W

(
δ̂w − 0lT−k−1

)
= S (S′S)

−1
S′u,

which can be written more compactly as S
(
δ̂ − β0

)
= S (S′S)−1 S′u, where β0 =

(
β′,0′lT−k−1

)′
.

Premultiplying both sides by S′, and noting that S′S is invertible yields

δ̂ − β0 = (S′S)
−1

S′u,

with the norm of δ̂ − β0 given by∥∥∥δ̂ − β0

∥∥∥
F

=

∥∥∥∥∥
(

S′S

T

)−1(
S′u

T

)∥∥∥∥∥
F

≤
∥∥∥∥∥
(

S′S

T

)−1∥∥∥∥∥
F

∥∥∥∥(S′u

T

)∥∥∥∥
F

.

Now using (B.106) and (B.107) it readily follows that

∥∥∥δ̂ − β0

∥∥∥
F

= Op

(
lT√
T

)
+Op

(
l
5/2
T

T

)
, (B.112)

as required. Finally, in the case where one or more columns of X are not included in S, consider

the decomposition

δ̂ − β0 =
(
δ̂ − δ∗

)
+ (δ∗ − β0) , (B.113)

where δ∗ = Σ−1ss Σsxβ, and Σsx = E (T−1S′X). When at least one of the columns of X does not

belong to S, then δ∗ 6=β0. To investigate the probability order of the first term of the above,

using (B.111), we note that

δ̂ − δ∗ =
(
Σ̂−1ss Σ̂sx−Σ−1ss Σsx

)
β + (S′S)

−1
S′u,

where Σ̂sx = T−1S′X. But Σ̂−1ss Σ̂sx−Σ−1ss Σsx = ∆̂ss∆̂sx + ∆̂ssΣsx + Σ−1ss ∆̂sx, where ∆̂sx =

Σ̂sx −Σsx, and, as before, ∆̂ss = Σ̂−1ss −Σ−1ss . Hence∥∥∥(Σ̂−1ss Σ̂sx−Σ−1ss Σsx

)
β
∥∥∥
F
≤
∥∥∥∆̂ss

∥∥∥
F

∥∥∥∆̂sx

∥∥∥
F
‖β‖+

∥∥∥∆̂ss

∥∥∥
F
‖Σsx‖F ‖β‖

+
∥∥Σ−1ss ∥∥F ∥∥∥∆̂sx

∥∥∥
F
‖β‖

Using Lemma A18 by setting Sa = S (la,T = lT ) and Sb = X (lb,T = k + 1), we also have, by

(B.77), ∥∥∥∆̂sx

∥∥∥
F

=
∥∥∥Σ̂sx −Σsx

∥∥∥
F

= Op

(√
lT
T

)
. (B.114)
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Also
∥∥∥∆̂ss

∥∥∥
F

= Op

(
l2T/
√
T
)
by (B.105), ‖Σ−1ss ‖F = O

(√
lT
)
, by (B.101), ‖Σsx‖F = O

(√
lT
)
,

‖β‖ = O (1) . Therefore∥∥∥(Σ̂−1ss Σ̂sx−Σ−1ss Σsx

)
β
∥∥∥
F

= Op

(
l2T/
√
T
)
Op

(√
lT
T

)
+Op

(
l2T/
√
T
)
O
(√

lT

)
+O

(√
lT

)
Op

(√
lT
T

)

= Op

(
l
5/2
T

T

)
+Op

(
l
5/2
T√
T

)
+Op

(
lT√
T

)
.

Therefore, also using (B.112), overall we have∥∥∥δ̂ − δ∗∥∥∥
F

= Op

(
l
5/2
T

T

)
+Op

(
l
5/2
T√
T

)
+Op

(
lT√
T

)
.

Finally, using (B.113) ∥∥∥δ̂ − β0

∥∥∥
F
≤
∥∥∥δ̂ − δ∗

∥∥∥
F

+ ‖δ∗‖F + ‖β0‖F ,

where ‖β0‖ = O (1), since β0 contains finite (k+ 1) number of bounded nonzero elements, and

‖δ∗‖F =
∥∥Σ−1ss Σsx

∥∥
F

≤
∥∥Σ−1ss ∥∥F ‖Σsx‖F .

‖Σ−1ss ‖F = O
(√

lT
)
by (B.101), and ‖Σsx‖F = O

(√
lT
)
. Hence, in the case where at least one

of the columns of X does not belong to S, we have∥∥∥δ̂ − β0

∥∥∥
F

= O (lT ) +Op

(
l
5/2
T

T

)
+Op

(
l
5/2
T√
T

)
+Op

(
lT√
T

)
.

which completes the proof of (B.98).

B. Proof of Theorem 3

We proceed as in the proof of (B.52) in Lemma A10. We have that

Pr


∣∣∣∣∣∣∣∣

T−1/2x′iMqy√
(e′e/T )

(
x′iMqxi

T

)
∣∣∣∣∣∣∣∣ > cp (n, δ)

 ≤ Pr

∣∣∣∣∣∣
T 1/2

(
x′iMqη

T
− θ
)

σe,(T )σxi,(T )
+

T 1/2θi
σe,(T )σxi,(T )

∣∣∣∣∣∣ > cp (n, δ)

1 + dT

 .

We distinguish two cases: T 1/2|θi|
σe,(T )σxi,(T )

> cp(n,δ)

1+dT
and T 1/2|θi|

σe,(T )σxi,(T )
≤ cp(n,δ)

1+dT
. If T 1/2|θi|

σe,(T )σxi,(T )
> cp(n,δ)

1+dT
,

Pr

∣∣∣∣∣∣
T 1/2

(
x′iMqη

T
− θ
)

σe,(T )σxi,(T )
+

T 1/2θi
σe,(T )σxi,(T )

∣∣∣∣∣∣ > cp (n, δ)

1 + dT

 =

1− Pr

∣∣∣∣∣∣
T 1/2

(
x′iMqη

T
− θ
)

σe,(T )σxi,(T )
+

T 1/2θi
σe,(T )σxi,(T )

∣∣∣∣∣∣ ≤ cp (n, δ)

1 + dT

 ,
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and, by Lemma A12

Pr

∣∣∣∣∣∣
T 1/2

(
x′iMqη

T
− θ
)

σe,(T )σxi,(T )
+

T 1/2θi
σe,(T )σxi,(T )

∣∣∣∣∣∣ ≤ cp (n, δ)

1 + dT


≤ Pr

∣∣∣∣∣∣
T 1/2

(
x′iMqη

T
− θ
)

σe,(T )σxi,(T )

∣∣∣∣∣∣ > T 1/2 |θi|
σe,(T )σxi,(T )

− cp (n, δ)

1 + dT


while, if T 1/2|θi|

σe,(T )σxi,(T )
≤ cp(n,δ)

1+dT
, by (B.150) of Lemma F4,

Pr

∣∣∣∣∣∣
T 1/2

(
x′iMqη

T
− θ
)

σe,(T )σxi,(T )
+

T 1/2θi
σe,(T )σxi,(T )

∣∣∣∣∣∣ > cp (n, δ)

1 + dT


≤ Pr

∣∣∣∣∣∣
T 1/2

(
x′iMqη

T
− θ
)

σe,(T )σxi,(T )

∣∣∣∣∣∣ > cp (n, δ)

1 + dT
− T 1/2 |θi|
σe,(T )σxi,(T )


We further note that since cp (n, δ) → ∞, T 1/2|θi|

σe,(T )σxi,(T )
> cp(n,δ)

1+dT
implies T 1/2 |θi| > C2, for some

C2 > 0. Then, noting that x′iMqη

T
− θ is the average of a martingale difference process, by

Lemma A6, for some positive constants, C1, C2, C3, C4, C5, and, for any ψ > 0, we have

n∑
i=k+1

Pr


∣∣∣∣∣∣∣∣

T−1/2x′iMqy√
(e′e/T )

(
x′iMqxi

T

)
∣∣∣∣∣∣∣∣ > cp (n, δ)

 ≤ C1

n∑
i=k+1

I
(√

Tθi > C2

)

+ C3

n∑
i=k+1

I
(√

Tθi ≤ C4

)
exp

[
− ln(n)C5

]
,

= C1

n∑
i=k+1

I
(√

Tθi > C2

)
+ o(n1−ψ) +O

[
exp(−CTC5)

]
, (B.115)

since exp
[
− ln(n)C5

]
= o(nψ), which follows by noting that C0 ln(n)1/2 = o (C1 ln(n)), for any

C0, C1 > 0. As a result, the crucial term for the behaviour of FPRn,T is the first term on

the RHS of (B.115). Consider now the above probability bound under the two specifications

assumed for θi as given by (4) and (5). Under (4), for any ψ > 0,

n∑
i=k+1

Pr


∣∣∣∣∣∣∣∣

T−1/2x′iMqy√
(e′e/T )

(
x′iMqxi

T

)
∣∣∣∣∣∣∣∣ > cp (n, δ)

 ≤ C0

n∑
i=k+1

I
(√

T%i > Ci

)
+ o(n1−ψ).

for some C0, Ci > 0, i = k + 1, ..., n. So we need to determine the limiting property of∑n
i=k+1 I

(√
T%i > Ci

)
. Then, without loss of generality, consider i = [nζ ], T = nκ1 , ζ ∈ [0, 1],
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κ1 > 0. Then,
√
T%i =

√
T%T

(1/κ1)ζ = o(1) for all κ1, ζ > 0. Therefore,

Ca

n∑
i=k+1

I
(√

T%i > Cb/Ci

)
= o(nζ),

for all ζ > 0. This implies that under (4), θi = Ci%
i, |%| < 1, and cp (n, δ) = O

[
ln(n)1/2

]
, we

have

E |FPRn,T | = o(nζ−1) +O
[
exp(−nC0)

]
,

for all ζ > 0. Similarly, under (5), θi = Cii
−γ, and setting i = [nζ ], T = nκ1 , ζ, κ1 > 0, we have√

Tθi = T−(1/κ1)ζγ+1/2. We need −(1/κ1)ζγ + 1/2 < 0 or ζ > 1
2κ−11 γ

. Then,

Ca
n

n∑
i=k+1

I
(√

Tθi > Cb/Ci

)
= O

(
T

1

2κ−11 γ
−κ−11

)
= O

(
n

1

2κ−21 γ
−1
)

So

E |FPRn,T | = o(1), (B.116)

as long as 2κ−21 γ > 1 or if γ > 1
2κ−21

.

Remark B1 Note that if κ1 = 1, then the condition for (B.116) requires that γ > 1
2
.

C. Some results for the case where either noise variables are mixing,
or both signal/pseudo-signal and noise variables are mixing

When only noise variables are mixing, all the results of the main paper go through since we

can use the results obtained under (D1)-(D3) of Lemma D2 to replace Lemma A6.

As discussed in Section 4.2, some weak results can be obtained if both signal/pseudo-signal

and noise variables are mixing processes, but only if cp (n) is allowed to grow faster than under

the assumption of a martingale difference. This case is covered under (D4) of Lemma D2 and

(B.140)-(B.141) of Lemma D3. There, it is shown that, for suffi ciently large constants C0 −C3
for Assumption 4, the martingale difference bound which is given by exp

[
−1
2
κc2p (n)

]
in Lemma

A6 is replaced by the bound exp
[
−C4cp (n)s/(s+2)

]
, for some C4 > 0, where s is the exponent

in the probability tail in Assumption 4. It is important to note here that this bound seems

to be relatively sharp (see, e.g., Roussas (1996)), under our assumptions, and so we need to

understand its implications for our analysis. We abstract from the constant C4 which can

further deteriorate rates. Given (see result (i) of Lemma A2),

cp (n) = O

{[
ln

(
f (n)

2p

)]1/2}
,

it follows that

exp
[
−cp (n)s/(s+2)

]
= O

[
exp

{
−
[
ln

(
f (n)

2p

)]s/2(s+2)}]
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Let f (n) = 2p exp(nan). Then,

exp

{
−
[
ln

(
f (n)

2p

)]s/2(s+2)}
= exp

[
−nans/2(s+2)

]
To obtain the same bound as for the martingale difference case, we need to find a sequence

{an} , such that nCan = O (ln(n)). Setting nCan = ln(n), it follows that an = ln (ln(n)) /C lnn.

Further, setting C = s/2(s+ 2), we have an = 2(s+2) ln(ln(n))
s lnn

, which leads to the following choice

for f(n)

f (n) = 2p exp
(
n
2(s+2) ln(ln(n))

s lnn

)
∼ 2p exp

(
ln(n)

2(s+2)
s

)
.

Then,

cp(n) = O
[
ln
(

exp
(

ln(n)
2(s+2)
s

))]
= O

(
ln(n)

2(s+2)
s

)
,

which for n = O
(
TC1

)
, C1 > 0, implies that cp(n) = O

(
ln(T )

2(s+2)
s

)
, and so, cp(n) = o

(
TC2

)
,

for all C2 > 0, as long as s > 0.

We need to understand the implications of this result. For example, setting s = 2 which

corresponds to the normal case gives exp (ln(n)4) which makes the calculation of Φ−1
(

1− p
2f(n)

)
numerically problematic for n > 25. The fast rate at which f (n) grows basically implies that

we need s→∞ which corresponds to f (n) = 2p exp (ln(n)2). Even then, the analysis becomes

problematic for large n. s→∞ corresponds for all practical purposes to assuming boundedness

for xit. As a result, while the case of mixing xit can be analysed theoretically, its practical

implications are limited. On the other hand our Monte Carlo study in Section 5 suggests that

setting f (n) = f (n, δ) = nδ, δ ≥ 1 provides quite good results for autoregressive xit in small

samples.

D. Lemmas for mixing results

We consider the following assumptions that replace Assumption 3.

Assumption D1 xit, i = 1, 2, ..., k + k∗, are martingale difference processes with respect to

Fxst−1 ∪ Fxnt , where Fxst−1 and Fxnt are defined in Assumption 3. xit, i = 1, 2, ..., k + k∗ are

independent of xit, i = k + k∗ + 1, k + k∗ + 2, ..., n. E
(
xitxjt − E (xitxjt)

∣∣Fxst−1 ) = 0, i, j =

1, 2, ..., k + k∗. xit, i = k + k∗ + 1, k + k∗ + 2, ..., n, are heterogeneous strongly mixing processes

with mixing coeffi cients given by αi` = Ci`ξ
` for some Ci` such that supi,`Ci` < ∞ and some

0 < ξ < 1. E [xitut |Ft−1 ] = 0, for i = 1, 2, ..., n, and all t.

Assumption D2 xit, i = 1, 2, ..., k+ k∗ are independent of xit, i = k+ k∗+ 1, k+ k∗+ 2, ..., n.

xit, i = 1, 2, ..., n, are heterogeneous strongly mixing processes with mixing coeffi cients given by

αi` = Ci`ξ
` for some Ci` such that supi,`Ci` <∞ and some 0 < ξ < 1. E [xitut |Ft−1 ] = 0, for

i = 1, 2, ..., n, and all t.
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Lemma D1 Let ξt be a sequence of zero mean, mixing random variables with exponential

mixing coeffi cients given by φk = a0kϕ
k, 0 < ϕ < 1, a0k < ∞, k = 1, .... Assume, further,

that Pr (|ξt| > α) ≤ C0 exp [−C1αs], s ≥ 1. Then, for some C2, C3 > 0, each 0 < δ < 1 and

vT ≥ εT λ, λ > (1 + δ)/2,

Pr

(∣∣∣∣∣
T∑
t=1

ξt

∣∣∣∣∣ > vT

)
≤ C2 exp

[
−
(
C3vTT

−(1+δ)/2)s/(s+1)]
Proof. We reconsider the proof of Theorem 3.5 of White and Wooldridge (1991) relaxing the

assumption of stationarity. Define wt = ξtI(zt ≤ DT ) and vt = ξt − wt where DT will be

defined below. Using Theorem 3.4 of White and Wooldridge (1991), which does not assume

stationarity, we have that constants C0 and C1 in the statement of the present Lemma can be

chosen suffi ciently large such that

Pr

(∣∣∣∣∣
T∑
t=1

wt − E (wt)

∣∣∣∣∣ > vT

)
≤ C4 exp

[
−C5vTT−(1+δ)/2

DT

]
(B.117)

for some C4, C5 > 0, rather than

Pr

(∣∣∣∣∣
T∑
t=1

wt − E (wt)

∣∣∣∣∣ > vT

)
≤ C6 exp

[
−C7vTT−1/2

DT

]
for some C6, C7 > 0, which uses Theorem 3.3 of White and Wooldridge (1991). We explore the

effects this change has on the final rate. We revisit the analysis of the bottom half of page 489

of White and Wooldridge (1991). We need to determine DT such that

v−1T T

[
exp

(
−C1

(
DT

2

)s)]1/q
≤ exp

[
−CvTT−(1+δ)/2

DT

]
for some C > 0. Take logs and we have

ln
(
v−1T T

)
−
(

1

q

)
C1

(
DT

2

)s
≤ −CvTT

−(1+δ)/2

DT

or

Ds
T ≥ 2p

(
q

C1

)
ln
(
v−1T T

)
+

2sqCvT
C1T (1+δ)/2DT

For this it suffi ces that
2sqCvT

T (1+δ)/2DT

≥ 2pq ln
(
v−1T T

)
(B.118)

and

Ds
T ≥

2sqCvT
C1T (1+δ)/2DT

. (B.119)

Set

DT =

(
2sqCvT
C1T (1+δ)/2

)1/(s+1)
,
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so that (B.119) holds with equality. But since vT ≥ εT λ, λ > (1+δ)/2, (B.118) holds. Therefore,

2sqCvT
C1T (1+δ)/2DT

=

(
2sqCvT
C1T (1+δ)/2

)s/(s+1)
,

and the desired result follows.

Remark D1 The above lemma shows how one can relax the boundedness assumption in Theo-
rem 3.4 of White and Wooldridge (1991) to obtain an exponential inequality for heterogeneous

mixing processes with exponentially declining tail probabilities. Note that neither Theorem 3.4

of White and Wooldridge (1991) which deals with heterogeneity nor Theorem 3.5 of White and

Wooldridge (1991) which deals with stationary mixing processes is suffi cient for handling the

heterogeneous mixing processes we consider.

Remark D2 It is important for the rest of the lemmas in this supplement, and in particular,
the results obtained under (D4) of Lemma D2, to also note that Lemma 2 of Dendramis et al.

(2015) provides the result of Lemma D1 when δ = 0.

Lemma D2 Let xt, q·t = (q1,t, q2,t, ..., qlT ,t)
′, and ut be sequences of random variables and sup-

pose that there exist finite positive constants C0 and C1, and s > 0 such that supt Pr (|xt| > α) ≤
C0 exp (−C1αs), supi,t Pr (|qi,t| > α) ≤ C0 exp (−C1αs), and supt Pr (|ut| > α) ≤ C0 exp (−C1αs),
for all α > 0. Let Σqq = 1

T

∑T
t=1E (q·tq

′
·t) be a nonsingular matrix such that 0 <

∥∥Σ−1qq ∥∥F . Sup-
pose that Assumption 5 holds for xt and q·t, and denote the corresponding projection residuals

defined by (11) as ux,t = xt−γ ′qx,Tq·t. Let ûx = (ûx,1, ûx,2, ..., ûx,T )′ denote the T×1 LS residual

vector of the regression of xt on q·t. Let Ft = Fxt ∪ Fut , F
q
t = σ

(
{q·t}

t
s=1

)
and assume either

(D1) E
(
ux,tut − µxu,t|Ft−1 ∪ F qt−1

)
= 0, where µxu,t = E(ux,tut), xt and ut are martingale dif-

ference processes, q·t is an exponentially mixing process, and ζT = o(T λ), for all λ > 1/2, or

(D2) E
(
ux,tut − µxu,t|Ft−1 ∪ F qt−1

)
= 0, where µxu,t = E(ux,tut), ut is a martingale difference

processes, xt and q·t are exponentially mixing processes, and ζT = o(T λ), for all λ > 1/2, or

(D3) xt, ut and q·t are exponentially mixing processes, and ζT = o(T λ), for all λ > 1, or (D4)

xt, ut and q·t are exponentially mixing processes, and ζT = o(T λ), for all λ > 1/2. Then, we

have the following. If (D1) or (D2) hold, then, for any π in the range 0 < π < 1, there exist

finite positive constants C0 and C1, such that

Pr

(∣∣∣∣∣
T∑
t=1

xtut − E(xtut)

∣∣∣∣∣ > ζT

)
≤ exp

[
− (1− π)2 ζ2T

2Tω2xu,1,T

]
+ exp

[
−C0TC1

]
(B.120)

and

Pr

(∣∣∣∣∣
T∑
t=1

ûx,tut − µxu,t

∣∣∣∣∣ > ζT

)
≤ exp

[
− (1− π)2 ζ2T

2Tω2xu,T

]
+ exp

[
−C0TC1

]
, (B.121)
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as long as lT = o(T 1/3), where ω2xu,1,T = 1
T

∑T
t=1E

[
(xtut − E(xtut))

2], ω2xu,T = 1
T

∑T
t=1E

[
(ux,tut − µxu,t)2

]
.

If (D3) holds

Pr

(∣∣∣∣∣
T∑
t=1

xtut − E(xtut)

∣∣∣∣∣ > ζT

)
≤ exp

[
−C0TC1

]
, (B.122)

for some C0, C1 > 0, and

Pr

(∣∣∣∣∣
T∑
t=1

ûx,tut − µxu,t

∣∣∣∣∣ > ζT

)
≤ exp

[
−C0TC1

]
, (B.123)

for some C0, C1 > 0, as long as lT = o(T 1/3). Finally, if (D4) holds,

Pr

(∣∣∣∣∣
T∑
t=1

xtut − E(xtut)

∣∣∣∣∣ > ζT

)
≤ C1 exp

[
−C0

(
ζTT

−1/2)s/(s+2)] , (B.124)

for some C0, C1 > 0, and

Pr

(∣∣∣∣∣
T∑
t=1

ûx,tut − µxu,t

∣∣∣∣∣ > ζT

)
≤ C2 exp

[
−C3

(
ζTT

−1/2)s/(s+2)]+ exp
[
−C0TC1

]
, (B.125)

for some C0, C1, C2, C3 > 0, as long as lT = o(T 1/3).

Proof. We first prove the lemma under (D1) and then modify the derivations to establish that
the results also hold under (D2)-(D4). The assumptions of the lemma state that there exists a

regression model underlying ûx,t which is denoted by

xt = β′qq·t + ux,t

for some l × 1 vector, βq. Denoting ux = (ux,1, ux,2, ..., ux,T )′, u = (u1, u2, ..., uT )′, Σ̂qq =

T−1 (Q′Q), Q = (q1, q2, ..., ql), and qi· = (qi1, qi2, ..., qiT )′, we have

û′xu = u′xu−
(
T−1u′xQ

)
Σ̂−1qq (Q′u) = u′x u−

(
T−1u′xQ

) (
Σ̂−1qq −Σ−1qq

)
(Q′u) +(

T−1u′xQ
)
Σ−1qq (Q′u)

Noting that, since ut is a martingale difference process with respect to σ
(
{us}t−1s=1 , {ux,s}

t
s=1 , {qs}

t
s=1

)
,

by Lemma A4,

Pr (|u′xu| > ζT ) ≤ exp

[
−(1− π)2ζ2T

2Tω2xu,T

]
. (B.126)

It therefore suffi ces to show that

Pr

(∣∣∣∣( 1

T
u′xQ

)(
Σ̂−1qq −Σ−1qq

)
(Q′u)

∣∣∣∣ > ζT

)
≤ exp

[
−C0TC1

]
(B.127)

and

Pr

(∣∣∣∣( 1

T
u′xQ

)
Σ−1qq (Q′u)

∣∣∣∣ > ζT

)
≤ exp

[
−C0TC1

]
(B.128)
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We explore (B.126) and (B.127). We start with (B.126). We have by Lemma A11 that, for

some sequence δT ,6

Pr

(∣∣∣∣( 1

T
u′xQ

)(
Σ̂−1qq −Σ−1qq

)
(Q′u)

∣∣∣∣ > ζT

)
≤

Pr

(∥∥∥∥ 1

T
u′xQ

∥∥∥∥∥∥∥(Σ̂−1qq −Σ−1qq

)∥∥∥ ‖Q′u‖F > ζT

)
≤ Pr

(∥∥∥(Σ̂−1qq −Σ−1qq

)∥∥∥ > ζT
δT

)
+

Pr (‖u′xQ‖F ‖Q′u‖F > δTT ) (B.130)

We consider the first term of the RHS of (B.130). Note that for all 1 ≤ i, j ≤ l.

Pr

(∣∣∣∣∣ 1

T

T∑
t=1

[qitqjt − E(qitqjt)]

∣∣∣∣∣ > ζT

)
≤ exp(−C0

(
T 1/2ζT

)s/(s+2)
), (B.131)

since qitqjt − E(qitqjt) is a mixing process and supi Pr (|qi,t| > α) ≤ C0 exp (−C1αs), s > 0.

Then, by Lemma F3,

Pr

(∥∥∥(Σ̂−1qq −Σ−1qq

)∥∥∥ > ζT
δT

)
≤ l2T exp

 −C0T s/2(s+2)ζs/(s+2)T

δ
s/(s+2)
T l

s/(s+2)
T

∥∥Σ−1qq ∥∥s/(s+1)F

(∥∥Σ−1qq ∥∥F + ζT
δT

)s/(s+1)
+

l2T exp

(
−C0

T s/2(s+2)∥∥Σ−1qq ∥∥s/(s+2)F
l
s/(s+2)
T

)
=

l2T exp

−C0
 T 1/2ζT

δT lT
∥∥Σ−1qq ∥∥F (∥∥Σ−1qq ∥∥F + ζT

δT

)
s/(s+2)

+

l2T exp

−C0( T 1/2∥∥Σ−1qq ∥∥F lT
)s/(s+2)

 .

We now consider the second term of the RHS of (B.130). By (B.12), we have

Pr (‖u′xQ‖F ‖Q′u‖F > δTT ) ≤ Pr
(
‖u′xQ‖F > δ

1/2
T T 1/2

)
+ Pr

(
‖Q′u‖F > δ

1/2
T T 1/2

)
.

6In what follows we use
Pr (|AB| > c) ≤ Pr (|A| |B| > c) (B.129)

where A and B are random variables. To see this note that |AB| ≤ |A| |B|. Further note that for any random
variables A1 > 0 and A2 > 0 for which A2 > A1 the occurrence of the event {A1 > c}, for any constant c > 0,
implies the occurrence of the event {A2 > c}. Therefore, Pr (A2 > c) ≥ Pr (A1 > c) proving the result.
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Note that ‖Q′u‖2F =
∑lT

j=1

(∑T
t=1 qjtut

)2
, and

Pr
(
‖Q′u‖F > (δTT )1/2

)
= Pr

(
‖Q′u‖2F > δTT

)
≤

lT∑
j=1

Pr

( T∑
t=1

qjtut

)2
>
δTT

lT


=

lT∑
j=1

Pr

[∣∣∣∣∣
T∑
t=1

qjtut

∣∣∣∣∣ >
(
δTT

lT

)1/2]
.

Noting further that qitut and qituxt are martingale difference processes satisfying a result of the

usual form we obtain

Pr
(
‖u′xQ‖F > δ

1/2
T T 1/2

)
≤ lT Pr

(
|u′xqi| >

δ
1/2
T T 1/2

l
1/2
T

)
≤ lT exp

(
−CδT
lT

)
,

or

Pr
(
‖u′xQ‖F > δ

1/2
T T 1/2

)
≤ lT Pr

(
|u′xqi| >

δ
1/2
T T 1/2

l
1/2
T

)
≤ lT exp

((
−δTT
lT

)s/2(s+2))
,

depending on the order of magnitude of δ
1/2
T T 1/2

l
1/2
T

, and a similar result for Pr
(
‖Q′u‖F > δ

1/2
T T 1/2

)
.

Therefore,

Pr (‖u′xQ‖F ‖Q′u‖F > δTT ) ≤ exp
[
−C0TC1

]
. (B.132)

We wish to derive conditions for lT under which
T 1/2ζT

δT lT‖Σ−1qq ‖
F

(
‖Σ−1qq ‖

F
+
ζT
δT

) , T 1/2

‖Σ−1qq ‖
F
lT
, and δT

lT
are

of larger, polynomial in T , order than ζ2T
T
. Then, the factors in lT in (B.26) and (B.132) are

negligible. We let ζT = T λ, lT = T d,
∥∥Σ−1qq ∥∥F = l

1/2
T = T d/2 and δT = Tα, where α ≥ 0, can be

chosen freely. This is a complex analysis and we simplify it by considering relevant values for

our setting and, in particular, λ ≥ 1/2, λ < 1/2 + c, for all c > 1/2, and d < 1. We have

T 1/2ζT

δT lT
∥∥Σ−1qq ∥∥F (∥∥Σ−1qq ∥∥F + ζT

δT

) = O
(
T 1/2+λ−α−2d

)
+O

(
T 1/2−3d/2

)
, (B.133)

T 1/2∥∥Σ−1qq ∥∥F lT = O
(
T 1/2−3d/2

)
, (B.134)

δT
lT

= O
(
Tα−d

)
, (B.135)

and
ζ2T
T

= O
(
T 2λ−1

)
= O (c lnT ) . (B.136)

Clearly d < 1/3. Setting α = 1/3, ensures all conditions are satisfied. Since Σ−1qq is of lower

norm order than Σ̂−1qq −Σ−1qq , (B.128) follows similarly proving the result under (D1). For (D2)
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and (D3) we proceed as follows. Under (D3), noting that ut is a mixing process, then by Lemma

D1, we have that (B.126) is replaced by

Pr (|u′xu| > ζT ) ≤ exp
[
−C0

(
T−(1+ϑ)/2ζT

)s/(s+2)]
, (B.137)

else, under (D2), we have again that (B.126) holds. Further, by a similar analysis to that above,

it is easily seen that, under (D2),

Pr (‖u′xQ‖F ‖Q′u‖F > δTT ) ≤ lT exp

(
−CδT
lT

)
+ lT exp

−C0(T−ϑ/2δ1/2T

l
1/2
T

)s/(s+2)
 ,

and under (D3),

Pr (‖u′xQ‖F ‖Q′u‖F > δTT ) ≤ 2lT exp

[
−C0

(
T−ϑ/2δT

lT

)s/2(s+2)]
.

Under (D2), we wish to derive conditions for lT under which
T 1/2ζT

δT lT‖Σ−1qq ‖
F

(
‖Σ−1qq ‖

F
+
ζT
δT

) , T 1/2

‖Σ−1qq ‖
F
lT
,

and δT
lT
are of larger, polynomial in T , order than ζ2T

T
. But this is the same requirement to that un-

der (D1). Under (D3), we wish to derive conditions for lT under which
T 1/2ζT

δT lT‖Σ−1qq ‖
F

(
‖Σ−1qq ‖

F
+
ζT
δT

) ,
T 1/2

‖Σ−1qq ‖
F
lT
, δT
lT
and

(
T−1/2ζT

)s/(s+2)
are of positive polynomial in T , order. But again the same

conditions are needed as for (D1) and (D2). Finally, we consider (D4). But, noting Remark

D2, the only difference to (D3) is that ζT ≥ T 1/2, rather than ζT ≥ T . Then, as long as(
T−1/2ζT

)s/(s+2) →∞ the result follows.

Lemma D3 Let yt, for t = 1, 2, ..., T , be given by the data generating process (6) and suppose

that ut and xnt = (x1t, x2t, ..., xnt)
′ satisfy Assumptions 2-4. Let q·t = (q1,t, q2,t, ..., qlT ,t)

′ contain

a constant and a subset of xnt, and let ηt = x′b,tβb + ut, where xb,t is kb× 1 dimensional vector

of signal variables that do not belong to q·t, with the associated coeffi cients, βb. Assume that

Σqq = 1
T

∑T
t=1E (q·tq

′
·t) and Σ̂qq = Q′Q/T are both invertible, where Q = (q1·, q2·, ..., qlT ·)

and qi· = (qi1, qi2, ..., qiT )′, for i = 1, 2, ..., lT . Moreover, let lT = o(T 1/4) and suppose that

Assumption 5 holds for xt and q·t, where xt is a generic element of {x1t, x2t, ..., xnt} that does
not belong to q·t. Denote the corresponding projection residuals defined by (11) as ux,t =

xt − γ ′qx,Tq·t, and the projection residuals of yt on (q′·t, xt)
′ as et = yt − γ ′yqx,T (q′·t, xt)

′. Define

x = (x1, x2, ..., xT )′, y = (y1, y2, ..., yT )′, e = (e1, e2, ..., eT )′, Mq = IT − Q(Q′Q)−1Q′, and

θ = E (T−1x′MqXb)βb, where Xb is T ×kb matrix of observations on xb,t. Finally, cp (n, δ) is

such that cp (n, δ) = o
(√

T
)
. Then, under Assumption D1,for any π in the range 0 < π < 1,

dT > 0 and bounded in T , and for some Ci, c > 0 for i = 0, 1,

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp

[
− (1− π)2 σ2e,(T )σ

2
x,(T )c

2
p (n, δ)

2 (1 + dT )2 ω2xe,T

]
(B.138)

+ exp
(
−C0TC1

)
,
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where

tx =
T−1/2x′Mqy√

(e′e/T )
(
x′Mqx

T

) ,
σ2e,(T ) = E

(
T−1e′e

)
, σ2x,(T ) = E

(
T−1x′Mqx

)
,

and

ω2xe,T =
1

T

T∑
t=1

E
[
(ux,tηt)

2] .
Under σ2t = σ2 and/or E

(
u2x,t
)

= σ2xt = σ2x, for all t = 1, 2, ..., T ,

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp

[
− (1− π)2 c2p (n, δ)

2 (1 + dT )2

]
+ exp

(
−C0TC1

)
.

In the case where θ > 0, and assuming that there exists T0 such that for all T > T0, λT −
cp (n, δ) /

√
T > 0, where λT = θ/

(
σx,(T )σe,(T )

)
, then for dT > 0 and bounded in T and some Ci

> 0, i = 0, 1, 2, we have

Pr [|tx| > cp (n, δ) |θ 6= 0] > 1− exp
(
−C0TC1

)
. (B.139)

Under Assumption D2, for some C0, C1, C2 > 0,

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp
[
−C2cp (n, δ)s/(s+2)

]
+ exp

(
−C0TC1

)
, (B.140)

and

Pr [|tx| > cp (n, δ) |θ 6= 0] > 1− exp
(
−C0TC1

)
. (B.141)

Proof. We start under Assumption D1 and in the end note the steps that differ under As-
sumption D2. We recall that the DGP, given by (7), can be written as

y = aτ T + Xkβ+u = aτ T + Xaβa + Xbβb + u

where Xa is a subset of Q. Recall that Qx = (Q,x), Mq = IT − Q(Q′Q)−1Q′, Mqx =

IT −Qx(Q
′
xQx)

−1Q′x. Then, MqXa = 0, and let MqXb = (xbq,1,xbq,2, ...,xbq,T )′. Then,

tx =
T−1/2x′Mqy√

(e′e/T )
(
x′Mqx

T

) =
T−1/2x′MqXbβb√
(e′e/T )

(
x′Mqx

T

) +
T−1/2x′Mqu√

(e′e/T )
(
x′Mqx

T

) .
Let θ = E (T−1x′MqXb)βb, η = Xbβb + u, η = (η1, η2, ..., ηT )′ , and write (B.53) as

tx =

√
Tθ√

(e′e/T )
(
x′Mqx

T

) +
T 1/2

(
x′Mqη

T
− θ
)

√
(e′e/T )

(
x′Mqx

T

) .
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First consider the case where θ = 0, and note that in this case

tx =
T 1/2

(
x′Mqx

T

)−1/2
x′Mqη

T√
(e′e/T )

.

Now by (B.46) of Lemma A9 and (B.121) of Lemma D2, we have

Pr [|tx| > cp (n, δ) |θ = 0] = Pr


∣∣∣∣∣∣∣
T 1/2

(
x′Mqx

T

)−1/2
x′Mqη

T√
(e′e/T )

∣∣∣∣∣∣∣ > cp (n, δ) |θ = 0

 ≤ (B.142)

Pr


∣∣∣∣∣∣∣
T 1/2

(
x′Mqx

T

)−1/2
x′Mqη

T

σe,(T )

∣∣∣∣∣∣∣ >
cp (n, δ)

1 + dT

+ exp
(
−C0TC1

)
.

Then, by Lemma F1, under Assumption D1 and defining α(XT ) =
(
x′Mqx

T

)−1/2
x′Mq where

α(XT ) is exogenous to yt, α(XT )′α(XT ) = 1 and by (B.121) of Lemma D2, we have,

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp

[
− (1− π)2 σ2e,(T )σ

2
x,(T )c

2
p (n, δ)

2 (1 + dT )2 ω2xe,T

]
(B.143)

+ exp
(
−C0TC1

)
where

ω2xe,T =
1

T

T∑
t=1

E
[
(ux,tηt)

2] =
1

T

T∑
t=1

E
[
u2x,t

(
x′b,tβb + ut

)2]
,

and ux,t, being the error in the regression of xt on Q, is defined by (11). Since by assumption

ut are distributed independently of ux,t and xb,t, then

ω2xe,T =
1

T

T∑
t=1

E
[
u2x,t

(
x′bq,tβb

)2]
+

1

T

T∑
t=1

E
(
u2xt
)
E
(
u2t
)
,

where x′bq,tβb is the t-th element ofMqXbβb. FurthermoreE
[
u2x,t

(
x′bq,tβb

)2]
= E

(
u2x,t
)
E
(
x′bq,tβb

)2
=

E
(
u2x,t
)
β′bE

(
xbq,tx

′
bq,t

)
βb, noting that under θ = 0, ux,t and xb,t are independently distributed.

Hence

ω2xe,T =
1

T

T∑
t=1

E
(
u2x,t
)
β′bE

(
xbq,tx

′
bq,t

)
βb +

1

T

T∑
t=1

E
(
u2xt
)
E
(
u2t
)

Similarly

σ2e,(T ) = E
(
T−1e′e

)
= E

(
T−1η′Mqxη

)
= E

[
T−1 (Xbβb + u)′Mqx (Xbβb + u)

]
= β′bE

(
T−1X′bMqxXb

)
βb +

1

T

T∑
t=1

E
(
u2t
)
,
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and since under θ = 0, x being a noise variable will be distributed independently of Xb, then

E (T−1X′bMqxXb) = E (T−1X′bMqXb), and we have

σ2e,(T ) = β′bE
(
T−1X′bMqXb

)
βb +

1

T

T∑
t=1

E
(
u2t
)

=
1

T

T∑
t=1

β′bE
(
xbq,tx

′
bq,t

)
βb +

1

T

T∑
t=1

E
(
u2t
)
.

Using (B.55) and (B.56), it is now easily seen that if either E
(
u2x,t
)

= σ2ux or E (u2t ) = σ2, for

all t, then we have ω2xe,T = σ2e,(T )σ
2
x,(T ), and hence

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp

[
− (1− π)2 c2p (n, δ)

2 (1 + dT )2

]
+ exp

(
−C0TC1

)
.

giving a rate that does not depend on error variances. Next, we consider θ 6= 0. By (B.45) of

Lemma A9, for dT > 0,

Pr


∣∣∣∣∣∣∣∣

T−1/2x′Mqy√
(e′e/T )

(
x′Mqx

T

)
∣∣∣∣∣∣∣∣ > cp (n, δ)

 ≤ Pr

(∣∣∣∣T−1/2x′Mqy

σe,(T )σx,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
+ exp

(
−C0TC1

)
.

We then have

T−1/2x′Mqy

σe,(T )σx,(T )
=
T 1/2

(
x′MqXbβb

T
− θ
)

σe,(T )σx,(T )
+
T−1/2x′Mqu

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )

=
T 1/2

(
x′Mqη

T
− θ
)

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )
.

Then

Pr

∣∣∣∣∣∣
T 1/2

(
x′Mqη

T
− θ
)

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )

∣∣∣∣∣∣ > cp (n, δ)

1 + dT


= 1− Pr

∣∣∣∣∣∣
T 1/2

(
x′Mqη

T
− θ
)

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )

∣∣∣∣∣∣ ≤ cp (n, δ)

1 + dT

 .

We note that, by Lemma A12,

Pr

∣∣∣∣∣∣
T 1/2

(
x′Mqη

T
− θ
)

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )

∣∣∣∣∣∣ ≤ cp (n, δ)

1 + dT


≤ Pr

∣∣∣∣∣∣
T 1/2

(
x′Mqη

T
− θ
)

σe,(T )σx,(T )

∣∣∣∣∣∣ > T 1/2 |θ|
σe,(T )σx,(T )

− cp (n, δ)

1 + dT

 .
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But (T−1x′Mqη − θ) is the average of a martingale difference process and so

Pr

∣∣∣∣∣∣
T 1/2

(
x′Mqη

T
− θ
)

σe,(T )σx,(T )

∣∣∣∣∣∣ > T 1/2 |θ|
σe,(T )σx,(T )

− cp (n, δ)

1 + dT

 (B.144)

≤ exp

[
−C1

(
T 1/2

(
T 1/2 |θ|

σe,(T )σx,(T )
− θcp (n, δ)

1 + dT

))s/(s+2)]
.

So overall

Pr


∣∣∣∣∣∣∣∣

T−1/2x′Mqy√
(e′e/T )

(
x′Mqx

T

)
∣∣∣∣∣∣∣∣ > cp (n, δ)

 > 1− exp
(
−C0TC1

)

− exp

[
−C1

(
T 1/2

(
T 1/2 |θ|

σe,(T )σx,(T )
− θcp (n, δ)

1 + dT

))s/(s+2)]
.

Finally, we note the changes needed to the above arguments when Assumption D2 holds,

rather than D1. (B.140) follows if in (B.142) we use (B.125) of Lemma D2 rather than (B.121)

and, in (B.143), we use Lemma F2 rather than Lemma F1 and, again, we use (B.125) of

Lemma D2 rather than (B.121). (B.140) follows again by using (B.125) of Lemma D2 rather

than (B.121).

Remark D3 We note that the above proof makes use of Lemmas F1 and F2. Alternatively
one can use (B.45) of Lemma A9 in (B.142)-(B.143), rather that (B.46) of Lemma A9 and use

the same line of proof as that provided in Lemma A10. However, we consider this line of proof

as Lemmas F1 and F2 are of independent interest.

E. Lemmas for the deterministic case

Lemmas E1 and E2 provide the necessary justification for the case where xit are bounded

deterministic sequences, by replacing Lemmas A6 and A10.

Lemma E1 Let xit, i = 1, 2, ..., n, be a set of bounded deterministic sequences and ut satisfy

Assumption 2 and condition (10) of Assumption 4, and consider the data generating process

(6) with k signal variables x1t, x2t, ..., xkt. Let q·t = (q1,t, q2,t, ..., qlT ,t)
′ contain a constant

and a subset of xnt = (x1t, x2t, ..., xnt)
′. Let ηt = xb,tβb + uη,t, where xb,t contains all sig-

nals that do not belong to q·t. Let Σqq = Q′Q/T be invertible for all T , and
∥∥Σ−1qq ∥∥FF =

O
(√

lT
)
, where Q = (q1·, q2·, ..., qlT ·) and qi· = (qi1, qi2, ..., qiT )′, for i = 1, 2, ..., lT . Sup-

pose that Assumption 5 holds for xit and q·t, and ut and q·t. Let uxi,T be as in (11), such

that supi,j limT→∞
‖q′iuxj,T ‖

T 1/2
< C < ∞, and let ûxi = (ûxi,1, ûxi,2, ..., ûxi,T )′ = Mqxi, xi =

(xi1, xi2, ..., xiT )′, ûη = (ûη,1, ûη,2, ..., ûη,T )′ = Mqη, η = (η1, η2, ..., ηT )′, Mq = IT−Q (Q′Q)−1 Q,
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Ft = Fxt ∪ Fut , µxiη,t = E (uxi,tuη,t |Ft−1 ), ω2xiη,1,T = 1
T

∑T
t=1E

[
(xitηt − E (xitηt |Ft−1 ))2

]
and

ω2xiη,T = 1
T

∑T
t=1E

[
(uxi,tuη,t − µxiη,t)

2]. Then, for any π in the range 0 < π < 1, we have,

under Assumption 3,

Pr

(∣∣∣∣∣
T∑
t=1

xitηt − E (xitηt |Ft−1 )

∣∣∣∣∣ > ζT

)
≤ exp

[
− (1− π)2 ζ2T

2Tω2xiη,1,T

]
, (B.145)

where ζT = O
(
T λ
)
, and (s+ 1)/(s+ 2) ≥ λ. If (s+ 1)/(s+ 2) < λ,

Pr

(∣∣∣∣∣
T∑
t=1

xitηt − E (xitηt |Ft−1 )

∣∣∣∣∣ > ζT

)
≤ exp

[
−C0ζs/(s+1)T

]
,

for some C0 > 0. If it is further assumed that lT = O
(
T d
)
, for some λ and d such that d < 1/3,

and 1/2 ≤ λ ≤ (s+ 1)/(s+ 2), then

Pr

(∣∣∣∣∣
T∑
t=1

(ûxi,tuη,t − µxiη,t)
∣∣∣∣∣ > ζT

)
≤ C2 exp

[
− (1− π)2 ζ2T

2Tω2xiη,T

]
+ exp

(
−C0TC1

)
.

for some C0, C1, C2 > 0. Otherwise, if λ > (s+ 1)/(s+ 2),

Pr

(∣∣∣∣∣
T∑
t=1

(ûxi,tuη,t − µxiη,t)
∣∣∣∣∣ > ζT

)
≤ exp

[
−C2ζs/(s+1)T

]
+ exp

(
−C0TC1

)
,

for some C0, C1, C2 > 0.

Proof. Note that all results used in this proof hold both for sequences and triangular ar-
rays. (B.145) follows immediately given our assumptions and Lemma A3. We proceed to

prove the rest of the lemma. Note that now ûxi is a bounded deterministic vector and

uxi = (uxi,1, uxi,2, ..., uxi,T )′ a segment of dimension T of its limit. We first note that

T∑
t=1

(ûxi,tûη,t − µxiη,t) = û′xiûη −
T∑
t=1

µxiη,t = u′xiMquη−
T∑
t=1

µxiη,t

=
T∑
t=1

(uxi,tuη,t − µxiη,t)−
(
T−1u′xiQ

)
Σ−1qq (Q′uη) ,

where ux = (ux,1, ux,2, ..., ux,T )′ and uη = (uη,1, ux,2, ..., uη,T )′. By (B.59) and for any 0 < πi < 1

such that
∑2

i=1πi = 1,we have

Pr

(∣∣∣∣∣
T∑
t=1

(ûxi,tûη,t − µxiη,t)
∣∣∣∣∣ > ζT

)
≤ Pr

(∣∣∣∣∣
T∑
t=1

(uxi,tuη,t − µxiη,t)
∣∣∣∣∣ > π1ζT

)
+ Pr

(∣∣(T−1u′xiQ)Σ−1qq (Q′uη)
∣∣ > π2ζT

)
.
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Also applying (B.60) to the last term of the above we obtain

Pr
(∣∣(T−1u′xiQ)Σ−1qq (Q′uη)

∣∣ > π2ζT
)

≤ Pr
(∥∥Σ−1qq ∥∥F ∥∥T−1u′xiQ∥∥F ‖Q′uη‖F > π2ζT

)
≤ Pr

(∥∥Σ−1qq ∥∥F > π2ζT
δT

)
+ Pr

(
T−1

∥∥u′xiQ∥∥F ‖Q′uη‖F > π2δT
)

≤ Pr

(∥∥Σ−1qq ∥∥F > π2ζT
δT

)
+ Pr

(∥∥u′xiQ∥∥F > (π2δTT )1/2
)

+ Pr
(
‖Q′uη‖F > (π2δTT )1/2

)
,

where δT > 0 is a deterministic sequence. In what follows we set δT = O (ζαT ), with 0 < α < λ,

so that ζT/δT is rising in T . Overall

Pr

(∣∣∣∣∣
T∑
t=1

(ûx,tuη,t − µxη,t)
∣∣∣∣∣ > ζT

)
(B.146)

≤ Pr

(∣∣∣∣∣
T∑
t=1

(ux,tuη,t − µxη,t)
∣∣∣∣∣ > π1ζT

)
+ Pr

(∥∥Σ−1qq ∥∥F > π2ζT
δT

)
+ Pr

(
‖Q′uη‖F > (π2δTT )1/2

)
+ Pr

(
‖u′xQ‖F > (π2δTT )1/2

)
.

We consider the four terms of the above, and note that since by assumption {qituη,t} are
martingale difference sequences and satisfy the required probability bound conditions of Lemma

A4, and {qituxi,t} are bounded sequences, then for some C, c > 0 we have7

sup
i

Pr
(
‖q′iuη‖ > (π2δTT )1/2

)
≤ exp

(
−C0TC1

)
and as long as lT = o (δT ),

Pr
(
‖u′xQ‖F > (π2δTT )1/2

)
= 0

Also, since ‖Q′uη‖2F =
∑lT

j=1

(∑T
t=1 qjtut

)2
,

Pr
(
‖Q′uη‖F > (π2δTT )1/2

)
= Pr

(
‖Q′uη‖2F > π2δTT

)
≤

lT∑
j=1

Pr

( T∑
t=1

qjtuη,t

)2
>
π2δTT

lT


=

lT∑
j=1

Pr

[∣∣∣∣∣
T∑
t=1

qjtuη,t

∣∣∣∣∣ >
(
π2δTT

lT

)1/2]
,

7The required probability bound on uxt follows from the probability bound assumptions on xt and on qit,
for i = 1, 2, ..., lT , even if lT →∞. See also Lemma A5.
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which upon using (B.22) yields (for some C, c > 0)

Pr
(
‖Q′uη‖F > (π2δTT )1/2

)
≤ lT exp (−CT c) , Pr

(
‖Q′ux‖ > (π2δTT )1/2

)
= 0.

Further, it is easy to see that

Pr

(∥∥Σ−1qq ∥∥F > π2ζT
δT

)
= 0

as long as ζT

δT l
1/2
T

→ ∞. But as long as lT = o
(
T 1/3

)
, there exists a sequence δT such that

ζT/δT →∞, lT = o (δT ) and ζT

δT l
1/2
T

→∞ as required, establishing the required result.

Lemma E2 Let yt, for t = 1, 2, ..., T , be given by the data generating process (6) and suppose

that xnt = (x1t, x2t, ..., xnt)
′ are bounded deterministic sequences, and ut satisfy Assumption

2 and condition (10) of Assumption 4. Let q·t = (q1,t, q2,t, ..., qlT ,t)
′ contain a constant and a

subset of xnt = (x1t, x2t, ..., xnt)
′, and let ηt = xb,tβb + ut, where xb,t is kb × 1 dimensional

vector of signal variables that do not belong to q·t. Assume that Σqq = Q′Q/T is invertible

for all T , and
∥∥Σ−1qq ∥∥F = O

(√
lT
)
, where Q = (q1·, q2·, ..., qlT ·) and qi· = (qi1, qi2, ..., qiT )′, for

i = 1, 2, ..., lT . Moreover, let lT = o(T 1/4) and suppose that Assumption 5 holds for xit and

q·t, and ut and q·t. Define x = (x1, x2, ..., xT )′, y= (y1, y2, ..., yT )′, Mq = IT − Q(Q′Q)−1Q′,

and θ = T−1x′MqXbβb, where Xb is T ×kb matrix of observations on xb,t. Let uxi,T be as in
(11), such that supi,j limT→∞

‖q′iuxj,T ‖
T 1/2

< C < ∞. Let e = (e1, e2, ..., eT )′ be the T × 1 vector

of residuals in the linear regression model of yt on q·t and xt. Then, for any π in the range

0 < π < 1, dT > 0 and bounded in T , and for some Ci > 0 for i = 0, 1,

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp

[
− (1− π)2 σ2u,(T )σ

2
x,(T )c

2
p (n, δ)

2 (1 + dT )2 ω2xu,T

]
+ exp

(
−C0TC1

)
,

where

tx =
T−1/2x′Mqy√

(e′e/T )
(
x′Mqx

T

) ,
σ2u,(T ) and σ

2
x,(T ) are defined by (B.39) and (B.34), and

ω2xu,T =
1

T

T∑
t=1

σ2xtσ
2
t ,

Under σ2t = σ2 and/or σ2xt = σ2x for all t = 1, 2, ..., T ,

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp

[
− (1− π)2 c2p (n, δ)

2 (1 + dT )2

]
+ exp

(
−C0TC1

)
.

48



for some C0, C1 > 0. In the case where θ > 0, and assuming that cp (n, δ) = o(
√
T ), then for

dT > 0 and some Ci > 0, i = 0, 1, we have

Pr [|tx| > cp (n, δ) |θ 6= 0] > 1− exp
(
−C0TC1

)
.

Proof. The model for y can be written as

y = aτ T + Xkβ+u = aτ T + Xaβa + Xbβb + u

where τ T is a T×1 vector of ones,Xa is a subset ofQ. LetQx = (Q,x),Mq = IT−Q(Q′Q)−1Q′,

Mqx = IT −Qx(Q
′
xQx)

−1Q′x. Then, MqXa = 0. MqXb = (xbq,1,xbq,2, ...,xbq,T )′. Then,

tx =
T−1/2x′Mqy√

(e′e/T )
(
x′Mqx

T

) =
T−1/2x′MqXbβb√
(e′e/T )

(
x′Mqx

T

) +
T−1/2x′Mqu√

(e′e/T )
(
x′Mqx

T

) .
Let

η = Xbβb + u, η = (η1, η2, ..., ηT )′

θ = T−1x′MqXbβb,

σ2e,(T ) = E (e′e/T ) = E

(
η′Mqxη

T

)
, σ2x,(T ) = E

(
x′Mqx

T

)
,

and write (B.53) as

tx =

√
Tθ√

(e′e/T )
(
x′Mqx

T

) +
T−1/2 [x′Mq η− E (x′Mqη)]√

(e′e/T )
(
x′Mqx

T

) .

x′Mq η− E (x′Mqη) = [x′Mq u− E (x′Mqu)] ,

(MqXbβb)
′ (MqXbβb)

T
=

1

T

T∑
t=1

(
x′bq,1βb

)2
=

1

T

T∑
t=1

σ2xbt = σ2b,(T ).

Then, we consider two cases: x′MqXbβb
T

:= θ = 0 and θ 6= 0. We consider each in turn. First,

we consider θ = 0 and note that

tx =
T−1/2 [x′Mq u− E (x′Mqu)]√

(e′e/T )
(
x′Mqx

T

) .

By Lemma A9, we have

Pr [|tx| > cp (n, δ) |θ = 0] = Pr


∣∣∣∣∣∣∣∣

T−1/2x′Mqη√
(e′e/T )

(
x′Mqx

T

)
∣∣∣∣∣∣∣∣ > cp (n, δ) |θ = 0

 ≤
Pr

(∣∣∣∣T−1/2x′Mqη

σx,(T )σe,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
+ exp

(
−C0TC1

)
.
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By Lemma E1, it then follows that,

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp

[
− (1− π)2 σ2e,(T )σ

2
x,(T )c

2
p (n, δ)

2 (1 + dT )2 ω2xe,T

]
+ exp

(
−C0TC1

)
where ω2xe,T = 1

T

∑T
t=1E

[
(ux,tηt)

2]. Note that, by independence of ut with ux,t and xbq,t we
have

ω2xe,T =
1

T

T∑
t=1

E
[
(ux,tηt)

2] =
1

T

T∑
t=1

E
[
u2x,t

(
x′bq,1βb

)2]
+ E

(
u2xt
)
E
(
u2t
)
.

By the deterministic nature of xit, and under homoscedasticity for ηt, it follows that σ2e,(T )σ
2
x,(T ) =

ω2xe,T , and so

Pr [|tx| > cp (n, δ) |θ = 0] ≤ exp

[
− (1− π)2 c2p (n, δ)

2 (1 + dT )2

]
+ exp

(
−C0TC1

)
.

giving a rate that does not depend on variances. Next, we consider θ 6= 0. By Lemma A9, for

dT > 0,

Pr


∣∣∣∣∣∣∣∣

T−1/2x′Mqy√
(e′e/T )

(
x′Mqx

T

)
∣∣∣∣∣∣∣∣ > cp (n, δ)

 ≤ Pr

(∣∣∣∣T−1/2x′Mqy

σe,(T )σx,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)

+ exp
(
−C0TC1

)
.

We then have
T−1/2x′Mqy

σe,(T )σx,(T )
=
T−1/2x′Mqu

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )

Then,

Pr

(∣∣∣∣T−1/2x′Mqu

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )

∣∣∣∣ > cp (n, δ)

1 + dT

)
= 1− Pr

(∣∣∣∣T 1/2T−1/2x′Mqu

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )

∣∣∣∣ ≤ cp (n, δ)

1 + dT

)
.

We note that

Pr

(∣∣∣∣T−1/2x′Mqu

σe,(T )σx,(T )
+

T 1/2θ

σe,(T )σx,(T )

∣∣∣∣ ≤ cp (n, δ)

1 + dT

)
≤ Pr

(∣∣∣∣T−1/2x′Mqu

σe,(T )σx,(T )

∣∣∣∣ > T 1/2 |θ|
σe,(T )σx,(T )

− cp (n, δ)

1 + dT

)
.
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But T−1x′Mqu is the average of a martingale difference process and so

Pr

∣∣∣∣∣∣
T 1/2

(
x′Mqu

T

)
σe,(T )σx,(T )

∣∣∣∣∣∣ > T 1/2 |θ|
σe,(T )σx,(T )

− cp (n, δ)

1 + dT


≤ exp

(
−C0TC1

)
+ exp

[
−C

(
T 1/2

(
T 1/2 |θ|

σe,(T )σx,(T )
− cp (n, δ)

1 + dT

))s/(s+2)]
.

So overall,

Pr


∣∣∣∣∣∣∣∣

T−1/2x′Mqy√
(e′e/T )

(
x′Mqx

T

)
∣∣∣∣∣∣∣∣ > cp (n, δ)

 > 1− exp
(
−C0TC1

)

− exp

[
−C

(
T 1/2

(
T 1/2 |θ|

σe,(T )σx,(T )
− cp (n, δ)

1 + dT

))s/(s+2)]
.

F. Supplementary lemmas for Sections B and C of the online theory
supplement

Lemma F1 Suppose that ut, t = 1, 2, ..., T , is a martingale difference process with respect to

Fut−1 and with constant variance σ2, and there exist constants C0, C1 > 0 and s > 0 such that

Pr (|ut| > α) ≤ C0 exp (−C1αs), for all α > 0. Let XT = (xlT ,1,xlT ,2, , ..,xlT ,T ), where xlT ,t is

an lT × 1 dimensional vector of random variables, with probability measure given by P (XT ),

and assume

E (ut |FxT ) = 0, for all t = 1, 2, ..., T , (B.147)

where FxT = σ (xlT ,1,xlT ,2, , ..,xlT ,T ). Further assume that there exist functions

α(XT ) = [α1(XT ), α2(XT ), ..., αT (XT )]′ such that 0 < supXT
α(XT )′α(XT ) ≤ gT , for some

sequence gT > 0. Then,

Pr

(∣∣∣∣∣
T∑
t=1

αt(XT )ut

∣∣∣∣∣ > ζT

)
≤ exp

(
−ζ2T

2gTσ2

)
.

Proof. Define AT=
{∣∣∣∑T

t=1 αt(XT )ut

∣∣∣ > ζT

}
. Then,

Pr (AT ) =

∫
XT

Pr (AT |FxT )P (XT ) ≤ sup
XT

Pr (AT |FxT )

∫
XT

P (XT ) = sup
XT

Pr (AT |FxT )

But, by (B.147) and Lemma A3

Pr (AT |FxT ) ≤ exp

(
−ζ2T

2σ2
∑T

t=1 α
2
t (XT )

)

51



But

sup
XT

exp

(
−ζ2T

2σ2
∑T

t=1 α
2
t (XT )

)
≤ exp

(
−ζ2T

2gTσ2

)
,

proving the result.

Lemma F2 Suppose that ut, t = 1, 2, ..., T , is a zero mean mixing random variable with ex-

ponential mixing coeffi cients given by φk = a0kϕ
k, 0 < ϕ < 1, a0k < ∞, k = 1, ..., with

constant variance σ2, and there exist suffi ciently large constants C0, C1 > 0 and s > 0 such that

Pr (|ut| > α) ≤ C0 exp (−C1αs), for all α > 0. Let XT = (xlT ,1,xlT ,2, , ..,xlT ,T ), where xlT ,t is

an lT × 1 dimensional vector of random variables, with probability measure given by P (XT ).

Further assume that there exist functions

α(XT ) = [α1(XT ), α2(XT ), ..., αT (XT )]′ such that 0 < supXT
α(XT )′α(XT ) ≤ gT , for some

sequence gT > 0. Then,

Pr

(∣∣∣∣∣
T∑
t=1

αt(XT )ut

∣∣∣∣∣ > ζT

)
≤ exp

−( ζT

g
1/2
T σ

)s/(s+1)
 .

Proof. Define AT=
{∣∣∣∑T

t=1 αt(XT )ut

∣∣∣ > ζT

}
and consider FxT = σ (xlT ,1,xlT ,2, , ..,xlT ,T ) .

Then,

Pr (AT ) =

∫
XT

Pr (AT |FxT )P (XT ) ≤ sup
XT

Pr (AT |FxT )

∫
XT

P (XT ) = sup
XT

Pr (AT |FxT )

But, using Lemma 2 of Dendramis et al. (2015) we can choose C0, C1 such that

Pr (AT |FxT ) ≤ exp

−
 −ζT
σ
√∑T

t=1 α
2
t (XT )

s/(s+1)
 ,

and

sup
XT

exp

−
 −ζT
σ
√∑T

t=1 α
2
t (XT )

s/(s+1)
 ≤ exp

−( ζT

g
1/2
T σ

)s/(s+1)
 ,

thus establishing the desired result.

Lemma F3 Let AT = (aij,T ) be a lT × lT matrix and ÂT = (âij,T ) be an estimator of AT . Let∥∥A−1T ∥∥F > 0 and suppose that for some s > 0, any bT > 0 and C0 > 0

sup
i,j

Pr (|âij,T − aij,T | > bT ) ≤ exp
(
−C0

(
T 1/2bT

)s/(s+2))
.
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Then

Pr
(∥∥∥Â−1T −A−1T ∥∥∥ > bT

)
≤ l2T exp

(
−C0

(
T 1/2bT

)s/(s+2)
l
s/(s+2)
T

∥∥A−1T ∥∥s/(s+2)F

(∥∥A−1T ∥∥F + bT
)s/(s+2)

)
(B.148)

+ l2T exp

(
−C0

T s/2(s+2)∥∥A−1T ∥∥s/(s+2)F
l
s/(s+2)
T

)
,

where ‖A‖ denotes the Frobenius norm of A.

Proof. First note that since bT > 0, then

Pr
(∥∥∥ÂT −AT

∥∥∥
F
> bT

)
= Pr

(∥∥∥ÂT −AT

∥∥∥2
F
> b2T

)
= Pr

([
lT∑
j=1

lT∑
i=1

(âij,T − aij,T )2 > b2T

])
,

and using the probability bound result, (B.59), and setting πi = 1/lT , we have

Pr
(∥∥∥ÂT −AT

∥∥∥
F
> bT

)
≤

lT∑
j=1

lT∑
i=1

Pr
(
|âij,T − aij,T |2 > l−2t b2T

)
(B.149)

=

lT∑
j=1

lT∑
i=1

Pr
(
|âij,T − aij,T | > l−1t bT

)
≤ l2T sup

ij

[
Pr
(
|âij,T − aij,T | > l−1t bT

)]
= l2T exp

(
−C0T s/2(s+1)

b
s/(s+2)
T

l
s/(s+2)
t

)
.

To establish (B.148) define the events

AT =
{∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F
< 1
}
and BT =

{∥∥∥Â−1T −A−1T ∥∥∥ > bT

}
and note that by (2.15) of Berk (1974) if AT holds we have

∥∥∥Â−1T −A−1T ∥∥∥ ≤
∥∥A−1T ∥∥2F ∥∥∥ÂT −AT

∥∥∥
F

1−
∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F

.

Hence

Pr (BT |AT ) ≤ Pr

 ∥∥A−1T ∥∥2F ∥∥∥ÂT −AT

∥∥∥
F

1−
∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F

> bT


= Pr

(∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
)) .
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Note also that

Pr (BT ) = Pr
(
{BT ∩ AT} ∪

{
BT ∩ ACT

})
= Pr (BT |AT ) Pr (AT ) + Pr

(
BT |ACT

)
Pr
(
ACT
)
.

Furthermore

Pr
(
ACT
)

= Pr
(∥∥A−1T ∥∥F ∥∥∥ÂT −AT

∥∥∥
F
> 1
)

= Pr
(∥∥∥ÂT −AT

∥∥∥
F
>
∥∥A−1T ∥∥−1F ) ,

and by (B.149) we have

Pr
(
ACT
)
≤ l2T exp

(
−C0T s/2(s+2)

b
s/(s+2)
T

l
s/(s+2)
t

)
= exp

(
−C0

T s/2(s+2)∥∥A−1T ∥∥s/(s+2)F
l
s/(s+2)
T

)
.

Using the above result, we now have

Pr (BT ) ≤ Pr

(∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
))Pr (AT )

+ Pr
(
BT |ACT

)
exp

(
−C0

T s/2(s+2)∥∥A−1T ∥∥s/(s+2)F
l
s/(s+2)
T

)
.

Furthermore, since Pr (AT ) ≤ 1 and Pr
(
BT |ACT

)
≤ 1 then

Pr (BT ) = Pr
(∥∥∥Â−1T −A−1T ∥∥∥ > bT

)
≤ Pr

(∥∥∥ÂT −AT

∥∥∥
F
>

bT∥∥A−1T ∥∥F (∥∥A−1T ∥∥F + bT
))

+ exp

(
−C0

T s/2(s+2)∥∥A−1T ∥∥s/(s+2)F
l
s/(s+2)
T

)
.

Result (B.148) now follows if we apply (B.149) to the first term on the RHS of the above.

Lemma F4 Consider the scalar random variable XT , and the constants B and C. Then, if

C > |B| > 0,

Pr (|X +B| > C) ≤ Pr (|X| > C − |B|) . (B.150)

Proof. The result follows by noting that |X +B| ≤ |X|+ |B|.
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