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#### Abstract

This note contains supplementary material for Onatski and Wang (2016) (OW in what follows).


## 1 Supplementary Material for Section 2 of OW

### 1.1 Proof of Corollary OW3

Since the a.s. limits of $P B_{r, p, T} /(p T)$ and $P B_{0, p, T} /(p T)$ are the same as long as $r / p \rightarrow 0$, we shall only compute the latter limit. Under the simultaneous asymptotic regime, $p, T \rightarrow_{c} \infty$, we have

$$
P B_{0, p, T} /(p T) \xrightarrow{a . s .} \int \lambda \mathrm{d} W(\lambda ; c /(1+c), 2 /(1+c)) .
$$

Using the explicit formula for the density of the Wachter distribution (OW9), we obtain,

$$
\begin{align*}
\int \lambda \mathrm{d} W(\lambda ; c /(1+c), 2 /(1+c))= & \frac{1+c}{2 \pi c} \int_{b_{-}}^{b_{+}} \frac{\sqrt{\left(b_{+}-\lambda\right)\left(\lambda-b_{-}\right)}}{1-\lambda} \mathrm{d} \lambda  \tag{1}\\
& +\max \{0,2-1 / c\}
\end{align*}
$$

where

$$
b_{ \pm}=c(\sqrt{2} \mp \sqrt{1-c})^{-2}
$$

Denote $\int \lambda \mathrm{d} W(\lambda ; c /(1+c), 2 /(1+c))-\max \{0,2-1 / c\}$ as $\mathcal{I}$. Let

$$
x=\left(\lambda-b_{-}\right) /\left(b_{+}-b_{-}\right)
$$

so that $\lambda=b_{-}+\left(b_{+}-b_{-}\right) x$. Then

$$
\mathcal{I}=\frac{1+c}{2 c \pi} \int_{0}^{1} \frac{\left(b_{+}-b_{-}\right)^{2} \sqrt{(1-x) x}}{1-b_{-}-\left(b_{+}-b_{-}\right) x} \mathrm{~d} x .
$$

Changing variables to $\theta$ where $x=(1-\cos \theta) / 2$ so that $\mathrm{d} x=\frac{1}{2} \sin \theta \mathrm{~d} \theta$, we obtain

$$
\mathcal{I}=-\frac{1+c}{8 c \pi} \int_{0}^{\pi} \frac{\left(b_{+}-b_{-}\right)^{2} \sin ^{2} \theta}{\frac{2-b_{+}-b_{-}}{2}+\frac{b_{+}-b_{-}}{2} \cos \theta} \mathrm{~d} \theta
$$

Further, letting $z=\cos \theta+\mathrm{i} \sin \theta$ so that

$$
\cos \theta=\frac{z+z^{-1}}{2}, \sin \theta=\frac{z-z^{-1}}{2 \mathrm{i}}, \text { and } \mathrm{d} \theta=\frac{\mathrm{d} z}{\mathrm{i} z}
$$

we obtain

$$
\mathcal{I}=-\frac{1+c}{16 c \pi \mathrm{i}} \oint_{|z|=1} \frac{\left(b_{+}-b_{-}\right)^{2}\left(\frac{z-z^{-1}}{2}\right)^{2}}{\frac{2-b_{+}-b_{-}}{2}+\frac{b_{+}-b_{-}}{2} \frac{z+z^{-1}}{2}} \frac{\mathrm{~d} z}{z},
$$

where the contour integral is taken over the unit circle in the complex plane. Noting that

$$
\frac{2-b_{+}-b_{-}}{2}+\frac{b_{+}-b_{-}}{2} \frac{z+z^{-1}}{2}=(a+b z)\left(a+b z^{-1}\right),
$$

where

$$
a=\frac{\sqrt{1-b_{-}}+\sqrt{1-b_{+}}}{2}, b=\frac{\sqrt{1-b_{-}}-\sqrt{1-b_{+}}}{2},
$$

we represent $\mathcal{I}$ in the following form

$$
\mathcal{I}=-\frac{1+c}{64 c \pi \mathrm{i}} \oint_{|z|=1} \frac{\left(b_{+}-b_{-}\right)^{2}\left(z^{2}-1\right)^{2}}{a(a+b z)(z+b / a)} \frac{\mathrm{d} z}{z^{2}} .
$$

Since $a>b>0$, the integrand has poles at 0 and $-b / a$. The corresponding residues are

$$
r_{0}=\frac{1+c}{2 c}\left(a^{2}+b^{2}\right),
$$

and

$$
r_{-b / a}=-\frac{1+c}{2 c}\left(a^{2}-b^{2}\right),
$$

so that

$$
\mathcal{I}=\frac{1+c}{2 c}\left(a^{2}+b^{2}\right)-\frac{1+c}{2 c}\left(a^{2}-b^{2}\right) .
$$

Noting that

$$
a^{2}+b^{2}=\frac{-c+2 c^{2}+1}{(c+1)^{2}}
$$

and

$$
a^{2}-b^{2}=\frac{1-2 c}{1+c}
$$

we further simplify the above expression for $\mathcal{I}$ to obtain

$$
\mathcal{I}=\frac{2 c}{c+1}
$$

Therefore,

$$
\int \lambda \mathrm{d} W(\lambda ; c /(1+c), 2 /(1+c))=\frac{2 c}{c+1}+\max \{0,2-1 / c\}
$$

and

$$
P B_{0, p, T} /(p T) \xrightarrow{\text { a.s. }} \frac{2 c}{c+1}+\max \{0,2-1 / c\}
$$

### 1.2 Proof of Corollary OW4

As explained in OW, for $c<1 / 2$, we have

$$
\frac{1}{T p} L R_{r, p, T} \geq-\frac{1}{p} \sum_{j=r+1}^{p} \overline{\log }\left(1-\lambda_{j}\right)
$$

Therefore,

$$
\frac{1}{T p} L R_{r, p, T} \geq-\int \overline{\log }(1-\lambda) \mathrm{d} F_{p, T}(\lambda)+\frac{1}{p} \sum_{j=1}^{r} \overline{\log }\left(1-\lambda_{j}\right)
$$

If $r / p \rightarrow 0$ as $p, T \rightarrow_{c} \infty$, the second term on the right hand side of the above display converges to zero. Therefore, almost surely,

$$
\begin{aligned}
\lim _{p, T \rightarrow c \infty} \inf \frac{1}{p T} L R_{r, p, T} & \geq-\int \overline{\log }(1-\lambda) \mathrm{d} W(\lambda ; c /(1+c), 2 /(1+c)) \\
& =-\int \log (1-\lambda) \mathrm{d} W(\lambda ; c /(1+c), 2 /(1+c))
\end{aligned}
$$

Denoting $-\int \log (1-\lambda) \mathrm{d} W(\lambda ; c /(1+c), 2 /(1+c))$ as $\mathcal{I}$, and using the explicit formula for the density of the Wachter distribution (OW9), we obtain

$$
\mathcal{I}=-\frac{1+c}{2 \pi c} \int_{b_{-}}^{b_{+}} \log (1-\lambda) \frac{\sqrt{\left(b_{+}-\lambda\right)\left(\lambda-b_{-}\right)}}{\lambda(1-\lambda)} \mathrm{d} \lambda
$$

where

$$
b_{ \pm}=c(\sqrt{2} \mp \sqrt{1-c})^{-2}
$$

Let $x=\left(\lambda-b_{-}\right) /\left(b_{+}-b_{-}\right)$so that $\lambda=b_{-}+\left(b_{+}-b_{-}\right) x$. Then

$$
\mathcal{I}=-\frac{1+c}{2 c \pi} \int_{0}^{1} \frac{\log \left(1-b_{-}-\left(b_{+}-b_{-}\right) x\right) \sqrt{(1-x) x}\left(b_{+}-b_{-}\right)^{2}}{\left(\left(b_{+}-b_{-}\right) x+b_{-}\right)\left(1-b_{-}-\left(b_{+}-b_{-}\right) x\right)} \mathrm{d} x
$$

Changing variables to $\theta$ where $x=(1-\cos \theta) / 2$ so that $\mathrm{d} x=\frac{1}{2} \sin \theta \mathrm{~d} \theta$, we obtain

$$
\mathcal{I}=-\frac{1+c}{8 c \pi} \int_{0}^{\pi} \frac{\log \left(\frac{2-b_{+}-b_{-}}{2}+\frac{b_{+}-b_{-}}{2} \cos \theta\right)\left(b_{+}-b_{-}\right)^{2} \sin ^{2} \theta}{\left(\frac{b_{+}+b_{-}}{2}-\frac{b_{+}-b_{-}}{2} \cos \theta\right)\left(\frac{2-b_{+}-b_{-}}{2}+\frac{b_{+}-b_{-}}{2} \cos \theta\right)} \mathrm{d} \theta
$$

Further, letting $z=\cos \theta+\mathrm{i} \sin \theta$ so that

$$
\cos \theta=\frac{z+z^{-1}}{2}, \sin \theta=\frac{z-z^{-1}}{2 \mathrm{i}}, \text { and } \mathrm{d} \theta=\frac{\mathrm{d} z}{\mathrm{i} z}
$$

we obtain

$$
\mathcal{I}=\frac{1+c}{16 c \pi \mathrm{i}} \oint_{|z|=1} \frac{\log \left(\frac{2-b_{+}-b_{-}}{2}+\frac{b_{+-} b_{-}}{2} \frac{z+z^{-1}}{2}\right)\left(b_{+}-b_{-}\right)^{2}\left(\frac{z-z^{-1}}{2}\right)^{2}}{\left(\frac{b_{+}+b_{-}}{2}-\frac{b_{+-} b_{-}}{2} \frac{z+z^{-1}}{2}\right)\left(\frac{2-b_{+}-b_{-}}{2}+\frac{b_{+-} b_{-}}{2} \frac{z+z^{-1}}{2}\right)} \frac{\mathrm{d} z}{z}
$$

where the contour integral is taken over the unit circle in the complex plane. Noting that

$$
\frac{2-b_{+}-b_{-}}{2}+\frac{b_{+}-b_{-}}{2} \frac{z+z^{-1}}{2}=(a+b z)\left(a+b z^{-1}\right),
$$

where

$$
a=\frac{\sqrt{1-b_{-}}+\sqrt{1-b_{+}}}{2}, b=\frac{\sqrt{1-b_{-}}-\sqrt{1-b_{+}}}{2}
$$

and that

$$
\frac{b_{+}+b_{-}}{2}-\frac{b_{+}-b_{-}}{2} \frac{z+z^{-1}}{2}=(e-d z)\left(e-d z^{-1}\right)
$$

where

$$
e=\frac{\sqrt{b_{+}}+\sqrt{b_{-}}}{2}, d=\frac{\sqrt{b_{+}}-\sqrt{b_{-}}}{2}
$$

we represent $\mathcal{I}$ in the following form

$$
\begin{aligned}
\mathcal{I} & =\frac{1+c}{4 c \pi \mathrm{i}} \oint_{|z|=1} \frac{\log \left((a+b z)\left(a+b z^{-1}\right)\right)(e d)^{2}\left(z^{2}-1\right)^{2}}{(e-d z)(e z-d)(a+b z)(a z+b)} \frac{\mathrm{d} z}{z} \\
& =\frac{1+c}{4 c \pi \mathrm{i}} \oint_{|z|=1} \frac{\log \left((a+b z)\left(a+b z^{-1}\right)\right) e d^{2}\left(z^{2}-1\right)^{2}}{a(e-d z)\left(z-\frac{d}{e}\right)(a+b z)\left(z+\frac{b}{a}\right)} \frac{\mathrm{d} z}{z} .
\end{aligned}
$$

The integral has form $\mathcal{I}=\oint_{|z|=1} \log \left(q(z) q\left(z^{-1}\right)\right) H(z) z^{-1} \mathrm{~d} z$ with $H(z)=H\left(z^{-1}\right)$. Hence, expanding the logarithm yields two identical terms, so that

$$
\mathcal{I}=\frac{1+c}{2 c \pi \mathrm{i}} \oint_{|z|=1} \frac{\log (a+b z) e d^{2}\left(z^{2}-1\right)^{2}}{a(e-d z)\left(z-\frac{d}{e}\right)(a+b z)\left(z+\frac{b}{a}\right)} \frac{\mathrm{d} z}{z} .
$$

Since $a>b>0$ and $e>d>0, \log (a+b z)$ is analytic inside the unit circle and the integrand has three simple poles there: $0,-b / a$, and $d / e$. The corresponding residues are

$$
\begin{aligned}
r_{0} & =-\frac{1+c}{c} \frac{e d}{a b} \log a=-\frac{1+c}{c} \log a \\
r_{-b / a} & =\frac{1+c}{c} \frac{\log \left(a-\frac{b^{2}}{a}\right) e^{2} d^{2}\left(a^{2}-b^{2}\right)}{a b(a e+d b)(b e+a d)} \\
& =\frac{1+c}{c} \sqrt{1-b_{-}} \sqrt{1-b_{+}} \log \left(a-\frac{b^{2}}{a}\right) \\
& =\frac{1-2 c}{c} \log \left(a-\frac{b^{2}}{a}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
r_{d / e} & =\frac{1+c}{c} \frac{\log \left(a+\frac{b d}{e}\right) e d\left(e^{2}-d^{2}\right)}{(a e+b d)(b e+a d)} \\
& =\frac{1+c}{c} \sqrt{b_{+}} \sqrt{b_{-}} \log \left(a+\frac{b d}{e}\right) \\
& =\log \left(a+\frac{b d}{e}\right)
\end{aligned}
$$

Summing up, we obtain

$$
\mathcal{I}=-\frac{1+c}{c} \log a+\frac{1-2 c}{c} \log \left(a-\frac{b^{2}}{a}\right)+\log \left(a+\frac{b d}{e}\right) .
$$

Noting that

$$
\begin{gathered}
a=\frac{\sqrt{1-c}}{1+c} \\
a^{2}-b^{2}=\frac{1-2 c}{1+c}, \\
e=\frac{\sqrt{2 c}}{1+c},
\end{gathered}
$$

and

$$
a e+b d=\frac{\sqrt{2 c(1-c)}}{1+c}
$$

we further simplify the above expression for $\mathcal{I}$ to obtain

$$
\mathcal{I}=\frac{1+c}{c} \log (1+c)-\frac{1-c}{c} \log (1-c)+\frac{1-2 c}{c} \log (1-2 c) .
$$

## 2 Supplementary Material for Section 3 of OW

### 2.1 Proof of Theorem OW6

First, let us show that the weak limit $F_{0}(\lambda)$ of $F_{\gamma}(\lambda)$ as $\gamma \rightarrow 0$ exists and equals the continuous part of the Marchenko-Pastur distribution with density (OW21). By definition and Theorem OW1, $F_{\gamma}(\lambda)$ is the (scaled) Wachter d.f. $W(\gamma \lambda ; \gamma /(1+\gamma), 2 \gamma /(1+\gamma))$. Therefore, by (OW9) and (OW10), the density, $f_{\gamma}(\lambda)$, and the boundaries of the support, $\left[\hat{b}_{-}, \hat{b}_{+}\right]$, of the distribution $F_{\gamma}$ equal

$$
\begin{gathered}
f_{\gamma}(\lambda)=\frac{1+\gamma}{2 \pi} \frac{\sqrt{\left(\hat{b}_{+}-\lambda\right)\left(\lambda-\hat{b}_{-}\right)}}{\lambda(1-\gamma \lambda)}, \text { and } \\
\hat{b}_{ \pm}=(\sqrt{2} \mp \sqrt{1-\gamma})^{-2}
\end{gathered}
$$

As $\gamma \rightarrow 0, \hat{b}_{ \pm} \rightarrow a_{ \pm}$, where $a_{ \pm}=(1 \pm \sqrt{2})^{2}$ as in (OW20), and $f_{\gamma}(\lambda)$ converges to the density given by (OW21). This implies the weak convergence of $F_{\gamma}(\lambda)$ to $F_{0}(\lambda)$ with $F_{0}$ supported on $\left[a_{-}, a_{+}\right]$and having density (OW21).

To establish the theorem, it remains to show that, as $p \rightarrow \infty, F_{p, \infty}(\lambda)$ weakly converges to $F_{0}(\lambda)$, in probability. Recall that the weak convergence is metrized by the Lévy distance $\mathcal{L}(\cdot, \cdot)$. We need to show that for any $\delta>0$, there exists $p_{0}$ such that (s.t.) for all $p>p_{0}$,

$$
\begin{equation*}
\operatorname{Pr}\left(\mathcal{L}\left(F_{0}, F_{p, \infty}\right)<\delta\right)>1-\delta \tag{2}
\end{equation*}
$$

Let $\gamma>0$ be so small that

$$
\begin{equation*}
\mathcal{L}\left(F_{0}, F_{\gamma}\right)<\delta / 4 \tag{3}
\end{equation*}
$$

For any $p$, let $T_{\gamma}$ be the smallest even integer satisfying $p / T_{\gamma} \leq \gamma$. That is,

$$
T_{\gamma}=\min _{T \in 2 \mathbb{Z}}\{T: p / T \leq \gamma\}
$$

For any $T_{\infty}>T_{\gamma}$, by the triangle inequality, we have

$$
\begin{equation*}
\mathcal{L}\left(F_{0}, F_{p, \infty}\right) \leq \mathcal{L}\left(F_{0}, F_{\gamma}\right)+\mathcal{L}\left(F_{\gamma}, F_{p, T_{\gamma}}\right)+\mathcal{L}\left(F_{p, T_{\gamma}}, F_{p, T_{\infty}}\right)+\mathcal{L}\left(F_{p, T_{\infty}}, F_{p, \infty}\right), \tag{4}
\end{equation*}
$$

where $F_{p, T_{\gamma}}$ and $F_{p, T_{\infty}}$ denote the empirical distributions of eigenvalues of

$$
\begin{equation*}
\frac{T}{p} C D^{-1} C^{\prime} A^{-1} \tag{5}
\end{equation*}
$$

with $T=T_{\gamma}$ and $T=T_{\infty}$, respectively.
By Theorem OW1, $\mathcal{L}\left(F_{\gamma}, F_{p, T_{\gamma}}\right)$ a.s. converges to zero as $p \rightarrow \infty$. Therefore, for all sufficiently large $p$, we have

$$
\begin{equation*}
\operatorname{Pr}\left(\mathcal{L}\left(F_{\gamma}, F_{p, T_{\gamma}}\right)<\delta / 4\right)>1-\delta / 4 \tag{6}
\end{equation*}
$$

Further, as shown by Johansen $(1988,1991)$, for any $p$, as $T_{\infty} \rightarrow \infty$, the eigenvalues of (5) with $T=T_{\infty}$ jointly converge in distribution to those of

$$
\begin{equation*}
\frac{1}{p} \int_{0}^{1}(\mathrm{~d} B) B^{\prime}\left(\int_{0}^{1} B B^{\prime} \mathrm{d} u\right)^{-1} \int_{0}^{1} B(\mathrm{~d} B)^{\prime} \tag{7}
\end{equation*}
$$

Therefore, for any $p$ and all sufficiently large $T_{\infty}$, we have

$$
\begin{equation*}
\operatorname{Pr}\left(\mathcal{L}\left(F_{p, T_{\infty}}, F_{p, \infty}\right)<\delta / 4\right)>1-\delta / 4 \tag{8}
\end{equation*}
$$

Let us denote the sum of $\mathcal{L}\left(F_{0}, F_{\gamma}\right), \mathcal{L}\left(F_{\gamma}, F_{p, T_{\gamma}}\right)$, and $\mathcal{L}\left(F_{p, T_{\infty}}, F_{p, \infty}\right)$ as $\mathcal{L}_{\gamma, p, T_{\infty}}$. By (4), we have

$$
\begin{equation*}
\mathcal{L}\left(F_{0}, F_{p, \infty}\right) \leq \mathcal{L}_{\gamma, p, T_{\infty}}+\mathcal{L}\left(F_{p, T_{\gamma}}, F_{p, T_{\infty}}\right) . \tag{9}
\end{equation*}
$$

Inequalities (3), (6), and (8) show that for any $\delta>0$, there exists $\gamma_{\delta}>0$ s.t. for any positive $\gamma<\gamma_{\delta}$, there is a $p_{\gamma}$ s.t. for any $p>p_{\gamma}$, there is a $T_{p}$ s.t. for any $T_{\infty}>T_{p}$

$$
\begin{equation*}
\operatorname{Pr}\left(\mathcal{L}_{\gamma, p, T_{\infty}}<3 \delta / 4\right)>1-\delta / 2 \tag{10}
\end{equation*}
$$

The subscripts in $\gamma_{\delta}, p_{\gamma}$ and $T_{p}$ signify dependence on the value of the corresponding parameter. Inequalities (10) and (9) would establish (2) as long as we are able to show that for any $\delta>0$, there exists $\tilde{\gamma}_{\delta}>0$ s.t. for any positive $\gamma<\tilde{\gamma}_{\delta}$, there is a $\tilde{p}_{\gamma}$ s.t. for any $p>\tilde{p}_{\gamma}$ and any $\tilde{T}_{p}$, there exists $T_{\infty}>\tilde{T}_{p}$ s.t.

$$
\begin{equation*}
\operatorname{Pr}\left(\mathcal{L}\left(F_{p, T_{\gamma}}, F_{p, T_{\infty}}\right)<\delta / 4\right)>1-\delta / 2 . \tag{11}
\end{equation*}
$$

Let us denote $\xi=\sqrt{T} \varepsilon$, where $\varepsilon$ is a $p \times T$ matrix with i.i.d. $N(0,1 / T)$ entries, as defined in Section OW2. We shall assume that, as $p, T$ change, $\xi$ represents $p \times T$ sections of a fixed infinite array of i.i.d. standard normal random variables. Consider

$$
M_{p, T}=\frac{T}{p}\left(\frac{\xi \xi^{\prime}}{T}\right)^{-1 / 2} \frac{\xi \Delta_{2}^{\prime} \xi^{\prime}}{T}\left(\frac{\xi \Delta_{1} \xi^{\prime}}{T}\right)^{-1} \frac{\xi \Delta_{2} \xi^{\prime}}{T}\left(\frac{\xi \xi^{\prime}}{T}\right)^{-1 / 2}
$$

So defined matrix $M_{p, T}$ is identical to the real symmetric matrix $\frac{T}{p} A^{-1 / 2} C D^{-1} C^{\prime} A^{-1 / 2}$. The above definition is formulated in terms of $\xi$ to clarify that $M_{p, T}$ depends on $T$ not only via the term $T / p$, but also through $A, C$, and $D$. Note that $F_{p, T_{\gamma}}$ and $F_{p, T_{\infty}}$ are the empirical distributions of eigenvalues of $M_{p, T_{\gamma}}$ and $M_{p, T_{\infty}}$, respectively. The following lemma is established in the next section of this note.

Lemma 1 For any $\tau>0$ there exists $\gamma_{\tau}>0$ s.t. for any positive $\gamma<\gamma_{\tau}$, there is a $\tilde{p}_{\gamma}$ s.t. for any $p>\tilde{p}_{\gamma}$ and any $\tilde{T}_{p}$, there exists $T_{\infty}>\tilde{T}_{p}$ s.t. with probability larger than $1-\tau, M_{p, T_{\gamma}}-M_{p, T_{\infty}}$ can be represented as the sum of two real symmetric matrices $S$ and $R$,

$$
M_{p, T_{\gamma}}-M_{p, T_{\infty}}=S+R,
$$

where $\|S\| \leq K \sqrt{\gamma}$, $\operatorname{rank} R \leq \tau p$, and $K$ is an absolute constant.
Finally, let $F_{S R}$ be the empirical distribution of eigenvalues of $M_{p, T_{\gamma}}-S=$
$M_{p, T_{\infty}}+R$. Then, by Theorem A45 (norm inequality) of Bai and Silverstein (2010),

$$
\mathcal{L}\left(F_{p, T_{\gamma}}, F_{S R}\right) \leq\|S\| \leq K \sqrt{\gamma},
$$

whereas by their Theorem A43 (rank inequality),

$$
\mathcal{L}\left(F_{S R}, F_{p, T_{\infty}}\right) \leq \frac{1}{p} \operatorname{rank} R \leq \tau
$$

Therefore, by Lemma 1 and the triangle inequality, for any $\tau>0$ there exists $\gamma_{\tau}>0$ s.t. for any positive $\gamma<\gamma_{\tau}$, there is a $\tilde{p}_{\gamma}$ s.t. for any $p>\tilde{p}_{\gamma}$ and any $\tilde{T}_{p}$, there exists $T_{\infty}>\tilde{T}_{p}$ s.t.

$$
\operatorname{Pr}\left(\mathcal{L}\left(F_{p, T_{\gamma}}, F_{p, T_{\infty}}\right)<\tau+K \sqrt{\gamma}\right)>1-\tau .
$$

For $\tau=\delta / 8$, this inequality implies (11) with $\tilde{\gamma}_{\delta}=\min \left\{\gamma_{\tau},(\delta / 8 K)^{2}\right\}$. Combining (11) with (10) yields (2), which completes the proof.

### 2.2 Proof of Lemma 1

Consider some positive $\gamma<1$. For any $p$, let

$$
T_{\gamma}=\min _{T \in 2 \mathbb{Z}}\{T: p / T \leq \gamma\}
$$

and let $T=T_{\infty}>T_{\gamma}$. Consider a partition $\xi=\left[\xi_{\gamma}, \xi_{\infty}\right]$, where $\xi_{\gamma}$ and $\xi_{\infty}$ are $p \times T_{\gamma}$ and $p \times\left(T_{\infty}-T_{\gamma}\right)$, respectively. Further, let $\Delta_{1 \gamma}$ and $\Delta_{2 \gamma}$ be defined similarly to $\Delta_{1}$ and $\Delta_{2}$ with $T$ replaced by $T_{\gamma}$. Define

$$
A_{\gamma}=\frac{\xi_{\gamma} \xi_{\gamma}^{\prime}}{T_{\gamma}}, D_{\gamma}=\frac{\xi_{\gamma} \Delta_{1 \gamma} \xi_{\gamma}^{\prime}}{T_{\gamma}}, \text { and } C_{\gamma}=\frac{\xi_{\gamma} \Delta_{2 \gamma}^{\prime} \xi_{\gamma}^{\prime}}{T_{\gamma}}
$$

Then

$$
\begin{aligned}
M_{p, T_{\gamma}} & =\frac{T_{\gamma}}{p} A_{\gamma}^{-1 / 2} C_{\gamma} D_{\gamma}^{-1} C_{\gamma}^{\prime} A_{\gamma}^{-1 / 2}, \text { and } \\
M_{p, T_{\infty}} & =\frac{T}{p} A^{-1 / 2} C D^{-1} C^{\prime} A^{-1 / 2}
\end{aligned}
$$

Geman (1980) and Silverstein (1985) established the a.s. convergence (as $p \rightarrow$ $\infty$ ) of the largest and the smallest eigenvalues (which we shall denote as $\lambda_{\max }$ and
$\lambda_{\text {min }}$ ) of $A_{\gamma}$ to $(1+\sqrt{\gamma})^{2}$ and $(1-\sqrt{\gamma})^{2}$, respectively. Hence,

$$
\begin{aligned}
& \lambda_{\max }\left(A_{\gamma}^{-1 / 2}\right) \xrightarrow{\text { a.s }}(1-\sqrt{\gamma})^{-1}, \text { and } \\
& \lambda_{\min }\left(A_{\gamma}^{-1 / 2}\right) \xrightarrow{\text { a.s. }}(1+\sqrt{\gamma})^{-1} .
\end{aligned}
$$

For $\gamma<1 / 4$,

$$
(1-\sqrt{\gamma})^{-1}-1<2 \sqrt{\gamma} \text { and } 1-(1+\sqrt{\gamma})^{-1}<\sqrt{\gamma}
$$

Therefore, for such $\gamma$, with probability arbitrarily close to one for all sufficiently large $p$,

$$
\begin{equation*}
\left\|A_{\gamma}^{-1 / 2}-I_{p}\right\| \leq 3 \sqrt{\gamma} \tag{12}
\end{equation*}
$$

Moreover, the inequality

$$
\begin{equation*}
\left\|A^{-1 / 2}-I_{p}\right\| \leq 3 \sqrt{\gamma} \tag{13}
\end{equation*}
$$

holds with probability arbitrarily close to one for all sufficiently large $p$ as well. To see this, consider a $p_{\gamma} \times T_{\infty}$ matrix $\eta$ with $p_{\gamma}=\left\lfloor\gamma T_{\infty}\right\rfloor \geq p$ (here $\lfloor\cdot\rfloor$ denotes the integer part of a real number), such that the upper $p \times T_{\infty}$ block of $\eta$ coincides with $\xi$, and the remaining part of $\eta$ consists of i.i.d. $N(0,1)$ variables independent from $\xi$. Note that $A$ can be viewed as a $p \times p$ principal submatrix of $A_{\gamma \infty} \equiv \eta \eta^{\prime} / T_{\infty}$. By Theorem 4.3.15 of Horn and Johnson (1985),

$$
\begin{equation*}
\lambda_{\min }\left(A_{\gamma \infty}\right) \leq \lambda_{\min }(A) \leq \lambda_{\max }(A) \leq \lambda_{\max }\left(A_{\gamma \infty}\right) \tag{14}
\end{equation*}
$$

Since $A_{\gamma \infty}$ is the sample covariance matrix with $p_{\gamma}=\left\lfloor\gamma T_{\infty}\right\rfloor$, its largest and smallest eigenvalues a.s. converge to the same limits as those of $A_{\gamma}$, and thus, (14) yields (13).

Inequalities (12) and (13) imply that it is sufficient to establish Lemma 1 with $M_{p, T_{\gamma}}$ and $M_{p, T_{\infty}}$ replaced by

$$
\tilde{M}_{p, T_{\gamma}}=C_{\gamma}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1} C_{\gamma}^{\prime}, \text { and } \tilde{M}_{p, T_{\infty}}=C\left(\frac{p}{T} D\right)^{-1} C^{\prime}
$$

Let

$$
\alpha_{D}=\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{1 / 2}\left(\frac{p}{T} D\right)^{-1}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{1 / 2}-I_{p}
$$

and

$$
\alpha_{C}=C-C_{\gamma}
$$

The following lemma is proven in the next section of this note.

Lemma 2 For any $\tau>0$ there exists $\gamma_{\tau}>0$ s.t. for any positive $\gamma<\gamma_{\tau}$, there is a $\tilde{p}_{\gamma}$ s.t. for any $p>\tilde{p}_{\gamma}$ and any $\tilde{T}_{p}$, there exists $T_{\infty}>\tilde{T}_{p}$ s.t. with probability larger than $1-\tau$,

$$
\left\|\alpha_{D}-\bar{\alpha}_{D}\right\| \leq K \gamma \text { and }\left\|\alpha_{C}\right\| \leq K \sqrt{\gamma}
$$

where $\bar{\alpha}_{D}$ is a matrix with rank no larger than $\tau p$, and $K$ is an absolute constant.

Using the identity

$$
C\left(\frac{p}{T} D\right)^{-1} C^{\prime}=\left(C_{\gamma}+\alpha_{C}\right)\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}\left(I_{p}+\alpha_{D}\right)\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}\left(C_{\gamma}^{\prime}+\alpha_{C}^{\prime}\right),
$$

it is straightforward to verify that

$$
\begin{equation*}
\tilde{M}_{p, T_{\infty}}-\tilde{M}_{p, T_{\gamma}}=\left(\beta_{1}+\beta_{1}^{\prime}\right)+\beta_{2}+\left(\beta_{3}+\beta_{3}^{\prime}\right)+\beta_{4}, \tag{15}
\end{equation*}
$$

where

$$
\begin{gathered}
\beta_{1}=\alpha_{C}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1} C_{\gamma}^{\prime}, \\
\beta_{2}=C_{\gamma}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} \alpha_{D}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} C_{\gamma}^{\prime}, \\
\beta_{3}=\alpha_{C}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} \alpha_{D}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} C_{\gamma}^{\prime},
\end{gathered}
$$

and

$$
\beta_{4}=\alpha_{C}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}\left(I_{p}+\alpha_{D}\right)\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} \alpha_{C}^{\prime}
$$

To bound the norms of the $\beta^{\prime}$ 's, in addition to Lemma 2, we need the following lemma, which we also establish in the next section of this note.

Lemma 3 As $p \rightarrow \infty$, the empirical distribution of eigenvalues of $D_{\gamma}$ a.s. converges to a nonrandom distribution with support bounded below by $(17 \gamma)^{-1}$ for sufficiently small $\gamma$.

Consider the following decomposition of $\beta_{1}$ in the product of four terms, given
in the square brackets,

$$
\beta_{1}=\left[\alpha_{C}\right]\left[\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}\right]\left[\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} C_{\gamma}^{\prime} A_{\gamma}^{-1 / 2}\right]\left[A_{\gamma}^{1 / 2}\right] .
$$

By Lemma 2, with high probability,

$$
\begin{equation*}
\left\|\alpha_{C}\right\| \leq K \sqrt{\gamma} \tag{16}
\end{equation*}
$$

Further, since $\lambda_{\max }\left(A_{\gamma}\right) \xrightarrow{\text { a.s. }}(1+\sqrt{\gamma})^{2}$, we have, with high probability

$$
\begin{equation*}
\left\|A_{\gamma}\right\| \leq K \tag{17}
\end{equation*}
$$

where $K$ may refer to different constants in different formulae.
Next, by Lemma 3, there exists a decomposition

$$
\begin{equation*}
\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}=x_{1}+x_{2} \tag{18}
\end{equation*}
$$

where $\left\|x_{1}\right\|$ remains bounded in probability by an absolute constant and $x_{2}$ has rank no larger than $\tau p$ for arbitrarily small $\tau$ and sufficiently large $p$. The term $x_{2}$ is needed because Lemma 3 does not establish the a.s. convergence of the smallest eigenvalue of $D_{\gamma}$. It only concerns with the a.s. convergence of the empirical distribution of the eigenvalues of $D_{\gamma}$.

Similarly, we can show that

$$
\begin{equation*}
\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} C_{\gamma}^{\prime} A_{\gamma}^{-1 / 2}=x_{3}+x_{4} \tag{19}
\end{equation*}
$$

where $\left\|x_{3}\right\|$ remains bounded in probability by an absolute constant and $x_{4}$ has rank no larger than $\tau p$ for arbitrarily small $\tau$ and sufficiently large $p$. Indeed, the squared singular values of $\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} C_{\gamma}^{\prime} A_{\gamma}^{-1 / 2}$ equal the eigenvalues of

$$
\begin{equation*}
C_{\gamma}\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1} C_{\gamma}^{\prime}\left(A_{\gamma}\right)^{-1} \tag{20}
\end{equation*}
$$

By Theorem OW1, the empirical distribution of these eigenvalues a.s. converges to a distribution with the upper boundary of support $(\sqrt{2}-\sqrt{1-\gamma})^{-2}$. Therefore, for any $\tau>0$, with high probability for sufficiently large $p$, there are no more than
$\tau p$ singular values of $\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} C_{\gamma}^{\prime} A_{\gamma}^{-1 / 2}$ that are larger than $(\sqrt{2}-\sqrt{1-\gamma})^{-1}$, which establishes the existence of the decomposition (19).

Combining (16), (17), (18), and (19), we conclude that with high probability, for all sufficiently large $p, \beta_{1}$ can be decomposed in the sum of a matrix of norm no larger than $K \sqrt{\gamma}$ and a matrix of rank no larger than $\tau p$. Similar decompositions are valid for $\beta_{2}, \ldots, \beta_{4}$. The corresponding proofs are very similar to the proof for $\beta_{1}$ and we omit them. Using the decompositions for $\beta_{1}, \ldots, \beta_{4}$ in (15) completes the proof.

### 2.3 Proofs of Lemmas 2 and 3

### 2.3.1 Proof of Lemma 2

Let us, first, focus on $\alpha_{D}$. Define

$$
\alpha \equiv\left(I_{p}+\alpha_{D}\right)^{-1}-I_{p} .
$$

It is sufficient to prove that, with high probability, for sufficiently large $p, \alpha$ can be decomposed into the sum of a term with norm no larger than $K \sqrt{\gamma}$ and a term with rank no larger than $\tau p$. By definition of $\alpha_{D}$, we have

$$
\alpha=\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}\left(\frac{p}{T} D-\frac{p}{T_{\gamma}} D_{\gamma}\right)\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}
$$

Recall that $\Delta_{1}$ and $\Delta_{2}$ are $T=T_{\infty}$-dimensional matrices with $T_{\infty}>T_{\gamma}$. Consider partitions $\Delta_{1}=\operatorname{diag}\left\{\Delta_{11}, \Delta_{12}\right\}$ and $\Delta_{2}=\operatorname{diag}\left\{\Delta_{21}, \Delta_{22}\right\}$, where $\Delta_{11}$ and $\Delta_{21}$ are $T_{\gamma} \times T_{\gamma}$. Using this notation, represent $\alpha$ in the form

$$
\begin{equation*}
\alpha=\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}\left(p \frac{\xi_{\gamma} \Delta_{11} \xi_{\gamma}^{\prime}}{T_{\infty}^{2}}-\frac{p}{T_{\gamma}} D_{\gamma}+p \frac{\xi_{\infty} \Delta_{12} \xi_{\infty}^{\prime}}{T_{\infty}^{2}}\right)\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2} \tag{21}
\end{equation*}
$$

By Lemma 3, the proportion of the eigenvalues of $\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}$ that are larger than 5 converges to zero in probability as $p \rightarrow \infty$. In particular, with probability arbitrary close to one, this proportion is smaller than any fixed small positive $\tau$ for sufficiently large $p$. This implies that, with high probability, $\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}$ can be represented as a matrix of rank no larger than $\tau p$ plus a matrix of norm no larger than 5.

Further, consider

$$
p \frac{\xi_{\gamma} \Delta_{11} \xi_{\gamma}^{\prime}}{T_{\infty}^{2}}-\frac{p}{T_{\gamma}} D_{\gamma}=p \xi_{\gamma}\left(\frac{\Delta_{11}}{T_{\infty}^{2}}-\frac{\Delta_{1 \gamma}}{T_{\gamma}^{2}}\right) \xi_{\gamma}^{\prime}
$$

Recall that the diagonal elements of $\Delta_{11}$ (except the first two) have form $\frac{1}{2}\left(1-\cos 2 \pi j / T_{\infty}\right)^{-1}$ with $j \leq T_{\gamma} / 2$. The diagonal elements of $\Delta_{1 \gamma}$ have a similar form with $T_{\infty}$ replaced by $T_{\gamma}$. Since

$$
\cos x=1-\frac{1}{2} x^{2}+\frac{1}{4!} x^{4} \cos t
$$

for some $t \in[0, x]$, we have

$$
\frac{1}{2 T_{\infty}^{2}}\left(1-\cos 2 \pi j / T_{\infty}\right)^{-1}=\frac{1}{(2 \pi j)^{2}}\left(1-\frac{\cos t}{12} \frac{(2 \pi j)^{2}}{T_{\infty}^{2}}\right)^{-1}
$$

for some $t \in[0, \pi]$, and hence

$$
\frac{1}{2 T_{\infty}^{2}}\left(1-\cos 2 \pi j / T_{\infty}\right)^{-1}-\frac{1}{(2 \pi j)^{2}}=\frac{\cos t}{12 T_{\infty}^{2}}\left(1-\frac{\cos t}{12} \frac{(2 \pi j)^{2}}{T_{\infty}^{2}}\right)^{-1}
$$

Since $j \leq T_{\gamma} / 2$ and $T_{\infty}>T_{\gamma}$, we have

$$
1-\frac{\cos t}{12} \frac{(2 \pi j)^{2}}{T_{\infty}^{2}}>1-\frac{\pi^{2}}{12}>\frac{1}{12}
$$

and thus

$$
\left|\frac{1}{2 T_{\infty}^{2}}(1-\cos 2 \pi j / T)^{-1}-\frac{1}{(2 \pi j)^{2}}\right|<\frac{1}{T_{\infty}^{2}}
$$

A similar inequality holds for the elements of $\Delta_{1 \gamma}$ :

$$
\left|\frac{1}{2 T_{\gamma}^{2}}\left(1-\cos 2 \pi j / T_{\gamma}\right)^{-1}-\frac{1}{(2 \pi j)^{2}}\right|<\frac{1}{T_{\gamma}^{2}} .
$$

Therefore,

$$
\left|\frac{1}{2 T_{\infty}^{2}}\left(1-\cos 2 \pi j / T_{\infty}\right)^{-1}-\frac{1}{2 T_{\gamma}^{2}}\left(1-\cos 2 \pi j / T_{0}\right)^{-1}\right|<\frac{2}{T_{\gamma}^{2}} .
$$

The absolute value of the difference of the first two diagonal elements of $\Delta_{11} / T_{\infty}^{2}$
and $\Delta_{1 \gamma} / T_{\gamma}^{2}$ is obviously smaller than $2 / T_{\gamma}^{2}$ too. To summarize,

$$
\begin{equation*}
\left\|p \frac{\xi_{\gamma} \Delta_{11} \xi_{\gamma}^{\prime}}{T_{\infty}^{2}}-\frac{p}{T_{\gamma}} D_{\gamma}\right\|<\left\|2 \frac{p}{T_{\gamma}} \frac{\xi_{\gamma} \xi_{\gamma}^{\prime}}{T_{\gamma}}\right\|<4 \gamma \tag{22}
\end{equation*}
$$

with high probability for sufficiently small $\gamma$. To obtain the last inequality we used the fact that the largest eigenvalue of $\xi_{\gamma} \xi_{\gamma}^{\prime} / T_{\gamma}$ a.s. converges to $(1+\sqrt{\gamma})^{2}$.

Consider now the component $p \frac{\xi_{\infty} \Delta_{12} \xi_{\infty}^{\prime}}{T_{\infty}^{2}}$ of (21). Since, as is straightforward to verify, $1-\cos x>x^{2} / 6$ for $x \in[0, \pi]$, we have

$$
\begin{equation*}
2 T_{\infty}^{2}\left(1-\cos 2 \pi j / T_{\infty}\right)>(2 \pi j)^{2} / 3 \tag{23}
\end{equation*}
$$

Let us represent $\Delta_{12}$ as $\operatorname{diag}\left\{\Delta_{12,1}, \ldots, \Delta_{12,\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}}\right\}$, where each block $\Delta_{12, i}$ is $T_{\gamma}$-dimensional. We can choose $T_{\infty}$ so that $\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}$ is an integer, so such a representation is possible. Using the fact that the diagonal elements of $\Delta_{12, i} / T_{\infty}^{2}$ have form

$$
\frac{1}{2 T_{\infty}^{2}\left(1-\cos 2 \pi j / T_{\infty}\right)} \text { with } j=i T_{\gamma} / 2+1, \ldots,(i+1) T_{\gamma} / 2-1
$$

we find that the upper bound on the diagonal elements of $\Delta_{12, i} / T_{\infty}^{2}$ equals

$$
\left[2 T_{\infty}^{2}\left(1-\cos i T_{\gamma} \pi / T_{\infty}\right)\right]^{-1}
$$

By (23), this is no larger than $3 /\left(i \pi T_{\gamma}\right)^{2}$.
Let us decompose $\xi_{\infty}$ conformably with $\Delta_{12}$ so that $\xi_{\infty}=\left[\xi_{\infty, 1}, \ldots, \xi_{\infty,\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}}\right]$. Then, from the above, we have

$$
\left\|p \frac{\xi_{\infty} \Delta_{12} \xi_{\infty}^{\prime}}{T_{\infty}^{2}}\right\| \leq \frac{3 p}{\pi^{2} T_{\gamma}} \sum_{i=1}^{\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}} \frac{1}{i^{2}}\left\|\frac{\xi_{\infty, i} \xi_{\infty, i}^{\prime}}{T_{\gamma}}\right\|
$$

The Gaussian concentration inequality for the singular values of a rectangular matrix with i.i.d. Gaussian entries (see Theorem II. 13 of Davidson and Szarek (2001)) implies that, for any $t>0$,

$$
\operatorname{Pr}\left(\left\|\frac{\xi_{\infty, i} \xi_{\infty, i}^{\prime}}{T_{\gamma}}\right\| \geq\left(1+\sqrt{\frac{p}{T_{\gamma}}}+t\right)^{2}\right)<\exp \left\{-\frac{T_{\gamma} t^{2}}{2}\right\}
$$

Take $t=i^{1 / 4}$. Then,

$$
\sum_{i=1}^{\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}} \operatorname{Pr}\left(\left\|\frac{\xi_{\infty, i} \xi_{\infty, i}^{\prime}}{T_{\gamma}}\right\| \geq\left(1+\sqrt{\frac{p}{T_{\gamma}}}+i^{1 / 4}\right)^{2}\right)<\sum_{i=1}^{\infty} \exp \left\{-\frac{T_{\gamma} i^{1 / 2}}{2}\right\}
$$

Clearly, the right hand side of the above inequality can be made arbitrarily small by choosing sufficiently large $T_{\gamma}$. Therefore, with large probability, for sufficiently large $T_{\gamma}$, all $\left\|\frac{\xi_{\infty,,} \xi_{\infty, i}^{\prime}}{T_{\gamma}}\right\|$ are smaller than $\left(1+\sqrt{\frac{p}{T_{\gamma}}}+i^{1 / 4}\right)^{2}$ and

$$
\begin{equation*}
\left\|p \frac{\xi_{\infty} \Delta_{12} \xi_{\infty}^{\prime}}{T_{\infty}^{2}}\right\| \leq \frac{3 p}{\pi^{2} T_{\gamma}} \sum_{i=1}^{\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}} \frac{\left(1+\sqrt{\frac{p}{T_{\gamma}}}+i^{1 / 4}\right)^{2}}{i^{2}} \leq K \gamma \tag{24}
\end{equation*}
$$

for some constant $K$ that does not depend on $\gamma$. Using the definition of $\alpha$, (22), and (24) and recalling that, with high probability, $\left(\frac{p}{T_{\gamma}} D_{\gamma}\right)^{-1 / 2}$ can be represented as a matrix of rank no larger than $\tau p$ plus a matrix of norm no larger than 5 , we obtain that $\alpha$ can be represented as sum of a matrix of rank no larger than $3 \tau p$ plus a matrix of norm no larger than $\bar{K} \gamma$, where $\bar{K}$ is some absolute constant.

Let us now focus on $\alpha_{2}$. Write $\alpha_{2}$ in the following form

$$
\alpha_{2}=\left(-\frac{\xi \xi^{\prime}}{2 T_{\infty}}+\frac{\xi_{\gamma}\left(\Delta_{21}^{\prime}+I_{T_{\gamma}} / 2\right) \xi_{\gamma}^{\prime}}{T_{\infty}}-C_{\gamma}\right)+\frac{\xi_{\infty}\left(\Delta_{22}^{\prime}+I_{T_{\infty}-T_{\gamma}} / 2\right) \xi_{\infty}^{\prime}}{T_{\infty}}
$$

Let us denote $\Delta_{21}^{\prime}+I_{T_{\gamma}} / 2$ as $\hat{\Delta}_{21}^{\prime}$ and $\Delta_{2 \gamma}^{\prime}+I_{T_{\gamma}} / 2$ as $\hat{\Delta}_{2 \gamma}^{\prime}$. Then

$$
-\frac{\xi \xi^{\prime}}{2 T_{\infty}}+\frac{\xi_{\gamma}\left(\Delta_{21}^{\prime}+I_{T_{\gamma}} / 2\right) \xi_{\gamma}^{\prime}}{T_{\infty}}-C_{\gamma}=-\frac{\xi \xi^{\prime}}{2 T_{\infty}}+\xi_{\gamma}\left(\frac{\hat{\Delta}_{21}^{\prime}}{T_{\infty}}-\frac{\hat{\Delta}_{2 \gamma}^{\prime}}{T_{\gamma}}\right) \xi_{\gamma}^{\prime}+\frac{\xi_{\gamma} \xi_{\gamma}^{\prime}}{2 T_{\gamma}}
$$

By definition, the block-diagonal elements of $\hat{\Delta}_{21}^{\prime}$ (except the first block) have form

$$
\left(\begin{array}{cc}
0 & -\frac{1}{2} \frac{\sin 2 \pi j / T_{\infty}}{1-\cos 2 \pi j / T_{\infty}} \\
\frac{1}{2} \frac{\sin 2 \pi j / T_{\infty}}{1-\cos 2 \pi j / T_{\infty}} & 0
\end{array}\right)
$$

The block-diagonal elements of $\hat{\Delta}_{2 \gamma}^{\prime}$ have a similar form with $T_{\infty}$ replaced by $T_{\gamma}$. Now,

$$
\sin x=x-\frac{\cos t_{1}}{3!} x^{3} \text { and } \cos x=1-\frac{1}{2} x^{2}+\frac{\cos t_{2}}{4!} x^{4}
$$

for some $t_{1}, t_{2} \in[0, x]$. Therefore, we have

$$
\begin{aligned}
\frac{1}{2} \frac{\sin 2 \pi j / T_{\infty}}{1-\cos 2 \pi j / T_{\infty}} & =\frac{2 \pi j / T_{\infty}-\frac{\cos t_{1}}{6}\left(2 \pi j / T_{\infty}\right)^{3}}{\left(2 \pi j / T_{\infty}\right)^{2}-\frac{\cos t_{2}}{12}\left(2 \pi j / T_{\infty}\right)^{4}} \\
& =\frac{1}{2 \pi j / T_{\infty}} \frac{1-\frac{\cos t_{1}}{6}\left(2 \pi j / T_{\infty}\right)^{2}}{1-\frac{\cos t_{2}}{12}\left(2 \pi j / T_{\infty}\right)^{2}}
\end{aligned}
$$

so that

$$
\frac{1}{2 T_{\infty}} \frac{\sin 2 \pi j / T_{\infty}}{1-\cos 2 \pi j / T_{\infty}}-\frac{1}{2 \pi j}=\frac{\left(2 \pi j / T_{\infty}\right)^{2}}{2 \pi j} \frac{\frac{\cos t_{2}}{12}-\frac{\cos t_{1}}{6}}{1-\frac{\cos t_{2}}{12}\left(2 \pi j / T_{\infty}\right)^{2}}
$$

and thus,

$$
\left|\frac{1}{2 T_{\infty}} \frac{\sin 2 \pi j / T_{\infty}}{1-\cos 2 \pi j / T_{\infty}}-\frac{1}{2 \pi j}\right|<\frac{6 \pi j}{T_{\infty}^{2}} .
$$

Similarly,

$$
\left|\frac{1}{2 T_{\gamma}} \frac{\sin 2 \pi j / T_{\gamma}}{1-\cos 2 \pi j / T_{\gamma}}-\frac{1}{2 \pi j}\right|<\frac{6 \pi j}{T_{\gamma}^{2}} .
$$

Let $\xi_{\gamma 1}$ be a $p \times\left(T_{\gamma}-2\right) / 2$ matrix that consists of the odd columns of $\xi_{\gamma}$ (starting from the third one) and let $\xi_{\gamma 2}$ be a $p \times\left(T_{\gamma}-2\right) / 2$ matrix that consists of the even columns (starting from the fourth one) of $\xi_{\gamma}$. Finally, let $\xi_{\gamma 0}$ be the $p \times 2$ matrix of the first two columns of $\xi_{\gamma}$. Then, the latter two inequalities and the fact that $j \leq \frac{T_{\gamma}}{2}$ imply that

$$
\xi_{\gamma}\left(\frac{\hat{\Delta}_{21}^{\prime}}{T_{\infty}}-\frac{\hat{\Delta}_{2 \gamma}^{\prime}}{T_{\gamma}}\right) \xi_{\gamma}^{\prime}=\xi_{\gamma 0}\left(-\frac{1}{2 T_{\infty}}+\frac{1}{2 T_{\gamma}}\right) \xi_{\gamma 0}^{\prime}+\xi_{\gamma 2} \Gamma \xi_{\gamma 1}^{\prime}-\xi_{\gamma 1} \Gamma \xi_{\gamma 2}^{\prime},
$$

where $\Gamma$ is a diagonal matrix with diagonal elements smaller than $3 \pi / T_{\gamma}$ by absolute value. Since with high probability

$$
\left\|\xi_{\gamma 0}\left(-\frac{1}{2 T_{\infty}}+\frac{1}{2 T_{\gamma}}\right) \xi_{\gamma 0}^{\prime}\right\| \leq 2 \gamma
$$

we have

$$
\begin{equation*}
\left\|\xi_{\gamma}\left(\frac{\hat{\Delta}_{21}^{\prime}}{T}-\frac{\hat{\Delta}_{2 \gamma}^{\prime}}{T_{\gamma}}\right) \xi_{\gamma}^{\prime}\right\| \leq 2 \gamma+2\left\|\xi_{\gamma 1} \Gamma \xi_{\gamma 2}^{\prime}\right\| \tag{25}
\end{equation*}
$$

On the other hand, $\left\|\xi_{\gamma 1} \Gamma \xi_{\gamma 2}^{\prime}\right\|$ is the square root of the largest eigenvalue of

$$
\xi_{\gamma 1} \Gamma \xi_{\gamma 2}^{\prime} \xi_{\gamma 2} \Gamma \xi_{\gamma 1}^{\prime}
$$

Note that the rank of $T_{\gamma} \Gamma \xi_{\gamma 2}^{\prime} \xi_{\gamma 2} \Gamma$ is no larger than $p$, and there exists an orthogonal transformation $R$ such that $R T_{\gamma} \Gamma \xi_{\gamma 2}^{\prime} \xi_{\gamma 2} \Gamma R^{\prime}$ is diagonal with only the first $p$ diagonal elements potentially non-zero. Furthermore, these non-zero diagonal elements will coincide with the eigenvalues of

$$
T_{\gamma} \xi_{\gamma 2} \Gamma^{2} \xi_{\gamma 2}^{\prime}
$$

But

$$
T_{\gamma} \xi_{\gamma 2} \Gamma^{2} \xi_{\gamma 2}^{\prime} \leq \frac{(3 \pi)^{2}}{2} \frac{\xi_{\gamma 2} \xi_{\gamma 2}^{\prime}}{T_{\gamma} / 2}
$$

Assuming that $\gamma$ is small, with high probability,

$$
\left\|\frac{\xi_{\gamma 2} \xi_{\gamma 2}^{\prime}}{T_{\gamma} / 2}\right\|<2
$$

Hence, the only $p$ potentially non-zero diagonal elements of $R T_{\gamma} \Gamma \xi_{\gamma 2}^{\prime} \xi_{\gamma 2} \Gamma R^{\prime}$ are smaller than $(3 \pi)^{2}$ with high probability.

Let $\xi_{\gamma 11}$ be the $p \times p$ matrix that consists of the first $p$ columns of $\xi_{\gamma 1} R^{\prime}$. Note that the entries of $\xi_{\gamma 11}$ are i.i.d. standard normals. Then, we have

$$
\xi_{\gamma 1} \Gamma \xi_{\gamma 2}^{\prime} \xi_{\gamma 2} \Gamma \xi_{\gamma 1}^{\prime} \leq \frac{(3 \pi)^{2}}{T_{\gamma}} \xi_{\gamma 11} \xi_{\gamma 11}^{\prime}
$$

Since the norm of $\xi_{\gamma 11} \xi_{\gamma 11}^{\prime} / p$ is smaller than 5 with high probability,

$$
\left\|\xi_{\gamma 1} \Gamma \xi_{\gamma 2}^{\prime} \xi_{\gamma 2} \Gamma \xi_{\gamma 1}^{\prime}\right\| \leq(9 \pi)^{2} \gamma
$$

with high probability. Combining this with (25), we obtain

$$
\begin{equation*}
\left\|\xi_{\gamma}\left(\frac{\hat{\Delta}_{21}^{\prime}}{T_{\infty}}-\frac{\hat{\Delta}_{2 \gamma}^{\prime}}{T_{\gamma}}\right) \xi_{\gamma}^{\prime}\right\| \leq 2(\gamma+9 \pi \sqrt{\gamma}) . \tag{26}
\end{equation*}
$$

Further,

$$
\left\|-\frac{\xi \xi^{\prime}}{2 T_{\infty}}+\frac{\xi_{\gamma} \xi_{\gamma}^{\prime}}{2 T_{\gamma}}\right\| \leq \frac{1}{2}\left\|I_{p}-\frac{\xi \xi^{\prime}}{T_{\infty}}\right\|+\frac{1}{2}\left\|I_{p}-\frac{\xi_{\gamma} \xi_{\gamma}^{\prime}}{T_{\gamma}}\right\| \leq 4 \sqrt{\gamma}
$$

with high probability, for sufficiently large $p, T$ and small $\gamma$. Combining this with
(26), we obtain

$$
\begin{equation*}
\left\|-\frac{\xi \xi^{\prime}}{2 T_{\infty}}+\frac{\xi_{\gamma}\left(\Delta_{21}^{\prime}+I_{T_{\gamma}} / 2\right) \xi_{1}^{\prime}}{T_{\infty}}-C_{\gamma}\right\| \leq 2(\gamma+10 \pi \sqrt{\gamma}) \tag{27}
\end{equation*}
$$

Next, consider $\frac{\xi_{\infty}\left(\Delta_{22}^{\prime}+I_{T_{\infty}-T_{\gamma}} / 2\right) \xi_{\infty}^{\prime}}{T_{\infty}}$ part of $\alpha_{2}$. Let $\xi_{\infty 1}$ be a $p \times\left(T_{\infty}-T_{\gamma}\right) / 2$ matrix that consists of the odd columns of $\xi_{\infty}$, and let $\xi_{\infty 2}$ be a $p \times\left(T_{\infty}-T_{\gamma}\right) / 2$ matrix that consists of the even columns of $\xi_{\infty}$. Then,

$$
\frac{\xi_{\infty}\left(\Delta_{22}^{\prime}+I_{T_{\infty}-T_{\gamma}} / 2\right) \xi_{\infty}^{\prime}}{T_{\infty}}=\xi_{\infty 2} \Upsilon \xi_{\infty 1}^{\prime}-\xi_{\infty 1} \Upsilon \xi_{\infty 2}^{\prime}
$$

where

$$
\Upsilon=\operatorname{diag}\left\{\frac{1}{2 T_{\infty}} \frac{\sin 2 \pi j / T_{\infty}}{1-\cos 2 \pi j / T_{\infty}}\right\}
$$

with $j$ running from $T_{\gamma} / 2$ to $T_{\infty} / 2-1$. We have

$$
\left\|\frac{\xi_{\infty}\left(\Delta_{22}^{\prime}+I_{T_{\infty}-T_{\gamma}} / 2\right) \xi_{\infty}^{\prime}}{T_{\infty}}\right\|^{2} \leq 4\left\|\xi_{\infty 2} \Upsilon \xi_{\infty 1}^{\prime}\right\|^{2}=4\left\|\xi_{\infty 2} \Upsilon \xi_{\infty 1}^{\prime} \xi_{\infty 1} \Upsilon \xi_{\infty 2}^{\prime}\right\|
$$

Let $R$ be the orthogonal matrix such that $R \Upsilon \xi_{\infty 1}^{\prime} \xi_{\infty 1} \Upsilon R^{\prime}$ is diagonal. Note that the rank of $\Upsilon \xi_{\infty 1}^{\prime} \xi_{\infty 1} \Upsilon$ is no larger than $p$. Therefore, there are only $p$ potentially non-zero elements on the diagonal of $R \Upsilon \xi_{\infty 1}^{\prime} \xi_{\infty 1} \Upsilon R^{\prime}$. Without loss of generality, these are the first $p$ elements. Let $\xi_{\infty 21}$ be the first $p$ columns of $\xi_{\infty 2} R^{\prime}$. Then, we have

$$
\begin{aligned}
\left\|\frac{\xi_{\infty}\left(\Delta_{22}^{\prime}+I_{T_{\infty}-T_{\gamma}} / 2\right) \xi_{\infty}^{\prime}}{T_{\infty}}\right\|^{2} & \leq 4\left\|\xi_{\infty 21} \xi_{\infty 21}^{\prime}\right\|\left\|R \Upsilon \xi_{\infty 1}^{\prime} \xi_{\infty 1} \Upsilon R^{\prime}\right\| \\
& =4\left\|\xi_{\infty 21} \xi_{\infty 21}^{\prime}\right\|\left\|\xi_{\infty 1} \Upsilon^{2} \xi_{\infty 1}^{\prime}\right\|
\end{aligned}
$$

Consider the decomposition

$$
\xi_{\infty 1}=\left[\xi_{\infty 1,1}, \ldots, \xi_{\infty 1,\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}}\right],
$$

and note that

$$
\Upsilon^{2}=\operatorname{diag}\left\{\Upsilon_{1}^{2}, \ldots, \Upsilon_{\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}}^{2}\right\}
$$

with

$$
\Upsilon_{i}=\operatorname{diag}\left\{\frac{1}{2 T_{\infty}} \frac{\sin \left(i \frac{T_{\gamma}}{2} \frac{2 \pi}{T_{\infty}}\right)}{1-\cos \left(i \frac{T_{\gamma}}{2} \frac{2 \pi}{T_{\infty}}\right)}, \ldots, \frac{1}{2 T_{\infty}} \frac{\sin \left(\left(i \frac{T_{\gamma}}{2}+\frac{T_{\gamma}}{2}-1\right) \frac{2 \pi}{T_{\infty}}\right)}{1-\cos \left(\left(i \frac{T_{\gamma}}{2}+\frac{T_{\gamma}}{2}-1\right) \frac{2 \pi}{T_{\infty}}\right)}\right\}
$$

Note that

$$
\begin{aligned}
\left(\frac{1}{2 T_{\infty}} \frac{\sin \left(\left(i \frac{T_{\gamma}}{2}+k\right) \frac{2 \pi}{T_{\infty}}\right)}{1-\cos \left(\left(i \frac{T_{\gamma}}{2}+k\right) \frac{2 \pi}{T_{\infty}}\right)}\right)^{2} & =\frac{1}{2 T_{\infty}^{2}} \frac{\cos ^{2}\left(i \frac{T_{\gamma}}{2}+k\right) \frac{\pi}{T_{\infty}}}{1-\cos \left(i \frac{T_{\gamma}}{2}+k\right) \frac{2 \pi}{T_{\infty}}} \\
& \leq \frac{1}{2 T_{\infty}^{2}} \frac{1}{1-\cos \frac{i T_{\gamma} \pi}{T_{\infty}}} \\
& <\frac{3}{T_{\gamma}^{2} \pi^{2}} \frac{1}{i^{2}}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left\|\xi_{\infty 1} \Upsilon^{2} \xi_{\infty 1}^{\prime}\right\| & \leq \sum_{i=1}^{\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}}\left\|\xi_{\infty 1, i} \Upsilon_{i}^{2} \xi_{\infty 1, i}^{\prime}\right\| \\
& \leq \sum_{i=1}^{\left(T_{\infty}-T_{\gamma}\right) / T_{\gamma}} \frac{3}{2 T_{\gamma}^{2} \pi^{2}} \frac{1}{i^{2}}\left\|\frac{\xi_{\infty 1, i} \xi_{\infty 1, i}^{\prime}}{T_{\gamma} / 2}\right\| .
\end{aligned}
$$

Using the large deviation inequality argument as above, we conclude that with high probability,

$$
\left\|\xi_{\infty 1} \Upsilon^{2} \xi_{\infty 1}^{\prime}\right\| \leq K \frac{1}{T_{\gamma}},
$$

where $K$ is an absolute constant. Therefore,

$$
\left\|\frac{\xi_{\infty}\left(\Delta_{22}^{\prime}+I_{T_{\infty}-T_{\gamma}} / 2\right) \xi_{\infty}^{\prime}}{T_{\infty}}\right\|^{2} \leq 4 K \frac{p}{T_{\gamma}}\left\|\frac{\xi_{\infty 21} \xi_{\infty 21}^{\prime}}{p}\right\| \leq K_{1} \gamma
$$

where $K_{1}$ is an absolute constant. This implies that, with high probability,

$$
\left\|\frac{\xi_{\infty}\left(\Delta_{22}^{\prime}+I_{T_{\infty}-T_{\gamma}} / 2\right) \xi_{\infty}^{\prime}}{T_{\infty}}\right\| \leq K \sqrt{\gamma}
$$

for some absolute constant $K$. Combining this with (27), we obtain

$$
\left\|\alpha_{2}\right\| \leq K \sqrt{\gamma}
$$

for some absolute constant $K$.

### 2.3.2 Proof of Lemma 3

Let $m \equiv m(z)$ be the Stieltjes transform of the limiting spectral distribution (LSD) of $D_{\gamma} \equiv \xi_{\gamma} \Delta_{1 \gamma} \xi_{\gamma}^{\prime} / T_{\gamma}$. By Silverstein and Bai (1995), for any $z \in \mathbb{C}^{+}, m$ is the unique solution in $m \in \mathbb{C}^{+}$of the equation

$$
\begin{equation*}
z=-\frac{1}{m}+\int \frac{t \mathrm{~d} H(t)}{1+\gamma m t} \tag{28}
\end{equation*}
$$

where $H(t)$ is the limit of the empirical distribution of the diagonal elements of $\Delta_{1 \gamma}$. Let $S_{L S D}$ be the support of the LSD of $D_{\gamma}$. By continuity, the Stieltjes transform can be defined on $S_{L S D}^{c}$, where the superscript $c$ denotes the complementary set. On any open subset of $S_{L S D}^{c}, m(z)$ still satisfies (28).

Silverstein and Choi (1995) show that $S_{L S D}^{c}$ can be found as follows. Find $S_{m} \subset \mathbb{R}$, such that for any $m \in S_{m}, z(m)$ is well defined by (28) and has positive derivative at $m$. Then $S_{L S D}^{c}$ coincides with $z\left(S_{m}\right)$.

Since

$$
\Delta_{1 \gamma}=\operatorname{diag}\left\{r_{\gamma 1}^{-1} I_{2}, \ldots, r_{\gamma T_{\gamma} / 2}^{-1} I_{2}\right\}
$$

with $r_{\gamma . j+1}=\left(2-2 \cos 2 \pi j / T_{\gamma}\right)$, we have

$$
H(t)=\frac{1}{\pi} \arccos \left(1-\frac{1}{2 t}\right) .
$$

Therefore, $z(m)$ is well defined for $m<-4 / \gamma$ and $m>0$.
Direct computations similar to those in the proof of Lemma OW14, given below, yield

$$
\begin{align*}
& z=-\frac{1}{m}+\frac{1}{\sqrt{\gamma^{2} m^{2}+4 \gamma m}} \text { for } m>0, \text { and }  \tag{29}\\
& z=-\frac{1}{m}-\frac{1}{\sqrt{\gamma^{2} m^{2}+4 \gamma m}} \text { for } m<-4 / \gamma \tag{30}
\end{align*}
$$

so that

$$
\frac{\mathrm{d}}{\mathrm{~d} m} z=\frac{1}{m^{2}} \mp \frac{\gamma^{2} m+2 \gamma}{\left(\gamma^{2} m^{2}+4 \gamma m\right)^{3 / 2}}
$$

where "-" correspond to $m>0$ and "+" correspond to $m<-4 / \gamma$.

For $m>0, \frac{\mathrm{~d}}{\mathrm{~d} m} z>0$ if and only if

$$
\gamma(\gamma m+4)^{3}>m(\gamma m+2)^{2} .
$$

Denoting $\gamma m$ as $x$, we can rewrite the above condition as

$$
\gamma^{2}(x+4)^{3}-x(x+2)^{2}>0
$$

For sufficiently small $\gamma>0$, the function on the left hand side of this inequality is strictly decreasing on $x \geq 0$, positive at $x=0$, and negative as $x \rightarrow \infty$. Let $x_{0} \equiv \gamma m_{0}>0$ be such that the left hand side becomes zero. Then, a part of $S_{L S D}^{c}$ consists of the image of $\left(0, m_{0}\right)$ under (29).

For $m<-4 / \gamma, \frac{\mathrm{d}}{\mathrm{d} m} z>0$ if and only if

$$
\gamma(\gamma m+4)^{3}<m(\gamma m+2)^{2} .
$$

Denoting $\gamma m+4$ as $x<0$, we rewrite this condition as

$$
\gamma^{2} x^{3}<(x-4)(x-2)^{2} .
$$

For sufficiently small $\gamma$, this inequality is never satisfied for $x<0$. Hence $S_{L S D}^{c}$ consists entirely of the image of $\left(0, m_{0}\right)$ under (29).

Note that as $m \downarrow 0, z \downarrow-\infty$. Hence, $S_{L S D}^{c}$ must have the form $\left(-\infty, d_{-}\right)$, where $d_{-}$is the lower bound of the support of the LSD. Incidentally, we see that the LSD is unbounded from above. Further, for sufficiently small $\gamma$,

$$
d_{-}=-\frac{\gamma}{x_{0}}+\frac{1}{\sqrt{x_{0}^{2}+4 x_{0}}}
$$

Since $x_{0}$ satisfies

$$
\begin{equation*}
\gamma^{2}(x+4)^{3}-x(x+2)^{2}=0 \tag{31}
\end{equation*}
$$

we must have

$$
\sqrt{x_{0}^{2}+4 x_{0}}=\frac{x_{0}\left(x_{0}+2\right)}{\gamma\left(x_{0}+4\right)}
$$

and

$$
d_{-}=\frac{2 \gamma}{x_{0}\left(x_{0}+2\right)}
$$

Finally, from (31), we have

$$
x_{0}=16 \gamma^{2}+o\left(\gamma^{2}\right) .
$$

Therefore,

$$
d_{-}=\frac{1}{16 \gamma}(1+o(1))>\frac{1}{17 \gamma}
$$

for sufficiently small $\gamma$.

### 2.4 Calculation of the integral in equation (OW22)

Using the explicit formula for the density of the continuous part of the MarchenkoPastur distribution (OW21), we obtain

$$
\int \mu \mathrm{d} F_{0}(\mu)=\int_{a_{-}}^{a_{+}} \frac{\mu}{2 \pi} \frac{\sqrt{\left(a_{+}-\mu\right)\left(\mu-a_{-}\right)}}{\mu} \mathrm{d} \mu
$$

where

$$
a_{ \pm}=(1 \pm \sqrt{2})^{2} .
$$

Let $x=\left(\mu-a_{-}\right) /\left(a_{+}-a_{-}\right)$so that $\mu=a_{-}+\left(a_{+}-a_{-}\right) x$. Then

$$
\begin{aligned}
\int \mu \mathrm{d} F_{0}(\mu) & =\frac{\left(a_{+}-a_{-}\right)^{2}}{2 \pi} \int_{0}^{1} \sqrt{(1-x) x} \mathrm{~d} x \\
& =\frac{\left(a_{+}-a_{-}\right)^{2}}{2 \pi} \frac{\pi}{8}=2
\end{aligned}
$$

## 3 Supplementary Material for Appendix of OW

### 3.1 Proof of Lemma OW10

Write $X_{t}$ in the $\operatorname{VAR}(\mathrm{k})$ form

$$
X_{t}=\sum_{i=1}^{k} \Pi_{i} X_{t-i}+\Psi F_{t}+\varepsilon_{t}
$$

where $\Pi_{i}$ are such that $\Pi=\sum_{i=1}^{k} \Pi_{i}-I_{p}$ and $\Gamma_{i}=-\sum_{j=i+1}^{k} \Pi_{j}$. Express $X_{t}$ as a function of the initial values, $\varepsilon$ and $F$ (see Theorem 2.1 in Johansen (1995))

$$
\begin{equation*}
X_{t}=\sum_{s=1}^{k} C_{t-s} \sum_{i=1}^{k-s+1} \Pi_{s+i-1} X_{1-i}+\sum_{j=0}^{t-1} C_{j}\left(\varepsilon_{t-j}+\Psi F_{t-j}\right) \tag{32}
\end{equation*}
$$

where $C_{0}=I$ and $C_{n}$ is defined recursively by

$$
C_{n}=\sum_{j=1}^{k \wedge n} C_{n-j} \Pi_{j}, n=1,2, \ldots
$$

Here $k \wedge n$ denotes the minimum of $k$ and $n$, and $\Pi_{j}=0$ for $j>k$. Let us denote $\Pi_{1}-I$ as $\Pi_{1}^{*}$ and let $\Pi_{j}^{*}=\Pi_{j}$ for $j \geq 2$. Then, for $n=1,2, \ldots$,

$$
\begin{equation*}
\Delta C_{n}=C_{n}-C_{n-1}=\sum_{j=1}^{k \wedge n} C_{n-j} \Pi_{j}^{*}=\sum_{j=1}^{n-1} \Delta C_{n-j} \sum_{s=1}^{j \wedge k} \Pi_{s}^{*}+\sum_{s=1}^{n \wedge k} \Pi_{s}^{*} . \tag{33}
\end{equation*}
$$

Clearly the column space of $\Delta C_{1}$ is spanned by the column spaces of $\Pi_{j}^{*}, j=1, \ldots, k$. Use this as the basis of induction. Suppose that the column spaces of each of $\Delta C_{j}$ with $j<n$ are spanned by the column spaces of $\Pi_{j}^{*}, j=1, \ldots, k$. The identity (33) then implies that the column space of $\Delta C_{n}$ is spanned by the column spaces of $\Pi_{j}^{*}$, $j=1, \ldots, k$, too.

Now rewrite (32) as

$$
X_{t}=\sum_{s=1}^{k} \sum_{h=0}^{t-s} \Delta C_{h} \sum_{i=1}^{k} \Pi_{s+i-1} X_{1-i}+\sum_{j=0}^{t-1} \sum_{h=0}^{j} \Delta C_{h}\left(\varepsilon_{t-j}+\Psi F_{t-j}\right)
$$

where $\Delta C_{0}=C_{0}=I_{p}$. Represent $X_{t}$ as a sum $X_{t}^{(0)}+X_{t}^{(1)}$, where

$$
\begin{align*}
X_{t}^{(0)} & =\sum_{s=1}^{k} \sum_{i=1}^{k} \Pi_{s+i-1} X_{1-i}+\sum_{j=0}^{t-1}\left(\varepsilon_{t-j}+\Psi F_{t-j}\right) \text { and }  \tag{34}\\
X_{t}^{(1)} & =\sum_{s=1}^{k} \sum_{h=1}^{t-s} \Delta C_{h} \sum_{i=1}^{k} \Pi_{s+i-1} X_{1-i}+\sum_{j=0}^{t-1} \sum_{h=1}^{j} \Delta C_{h}\left(\varepsilon_{t-j}+\Psi F_{t-j}\right) . \tag{35}
\end{align*}
$$

Since the column spaces of each of $\Delta C_{h}$ with $h \geq 1$ are spanned by those of $\Pi_{j}^{*}$, $j=1, \ldots, k$, the space spanned by $X_{t}^{(1)}, t=1, \ldots, T$ is also spanned by the columns
spaces of $\Pi_{j}^{*}, j=1, \ldots, k$. Since the union of the latter column spaces coincides with the union of the column spaces of $\Pi$ and $\Gamma$, we have

$$
\begin{equation*}
\operatorname{rank} X^{(1)} \leq r+\operatorname{rank} \Gamma, \tag{36}
\end{equation*}
$$

where $X^{(1)}=\left[X_{1-k}^{(1)}, \ldots, X_{T}^{(1)}\right]$ with zero $X_{1-k}^{(1)}, \ldots, X_{0}^{(1)}$, and $X_{t}^{(1)}$ with $t \geq 1$ defined by (35).

Next, represent $X_{t}^{(0)}$ as a sum $X_{t}^{(00)}$ and $\tilde{X}_{t}$, where

$$
\begin{align*}
X_{t}^{(00)} & =\sum_{s=1}^{k} \sum_{i=1}^{k} \Pi_{s+i-1} X_{1-i}+\Psi \sum_{j=0}^{t-1} F_{t-j} \text { and }  \tag{37}\\
\tilde{X}_{t} & =\sum_{j=0}^{t-1} \varepsilon_{t-j} \tag{38}
\end{align*}
$$

and let $X^{(00)}=\left[X_{1-k}^{(00)}, \ldots, X_{T}^{(00)}\right]$ with $X_{t}^{(00)}=X_{t}$ for $t=1-k, \ldots, 0$ and $X_{t}^{(00)}$ with $t \geq 1$ defined by (37). Note that the columns space $X^{(00)}$ is spanned by those of $\Pi_{j}^{*}$, $j=1, \ldots, k$, the column space of the matrix of the initial conditions $\left[X_{1-k}, \ldots, X_{0}\right.$ ], and the column space of $\Psi$. Therefore,

$$
\begin{equation*}
\operatorname{rank} X^{(00)} \leq r+\operatorname{rank} \Gamma+k+d_{F} \tag{39}
\end{equation*}
$$

Since $X=X^{(1)}+X^{(00)}+\tilde{X}$, inequalities (36) and (39) yield

$$
\operatorname{rank}(X-\tilde{X}) \leq 2\left(r+\operatorname{rank} \Gamma+k+d_{F}\right)
$$

### 3.2 Derivation of Equation (OW43)

Applying the Sherman-Morrison-Woodbury formula (OW41) to the right hand side of

$$
D^{-1}=\left(D_{j}+\varepsilon_{(j)} \Delta_{1 j} \varepsilon_{(j)}^{\prime}\right)^{-1}
$$

we obtain

$$
\begin{align*}
D^{-1} & =D_{j}^{-1}-D_{j}^{-1} \varepsilon_{(j)}\left(\Delta_{1 j}^{-1}+\varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} \\
& =D_{j}^{-1}-D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} . \tag{40}
\end{align*}
$$

Using this and the identity

$$
\begin{equation*}
C=C_{j}+\varepsilon_{(j)} \Delta_{2 j}^{\prime} \varepsilon_{(j)}^{\prime} \tag{41}
\end{equation*}
$$

we expand $C D^{-1} C^{\prime}$ in the following form

$$
\begin{aligned}
& C_{j} D_{j}^{-1} C_{j}^{\prime}+\varepsilon_{(j)} \Delta_{2 j}^{\prime} \varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime}-C_{j} D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime} \\
& +C_{j} D_{j}^{-1} \varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime}-\varepsilon_{(j)} \Delta_{2 j}^{\prime} \varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime} \\
& -C_{j} D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime}+\varepsilon_{(j)} \Delta_{2 j}^{\prime} \varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime} \\
& -\varepsilon_{(j)} \Delta_{2 j}^{\prime} \varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime} .
\end{aligned}
$$

Recalling that $\varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)}=s_{j}$, we further simplify this to obtain

$$
\begin{aligned}
C D^{-1} C^{\prime}= & C_{j} D_{j}^{-1} C_{j}^{\prime}-C_{j} D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime} \\
& +\varepsilon_{(j)} \Delta_{2 j}^{\prime} r_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime} \\
& +C_{j} D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} r_{j} \Delta_{2 j} \varepsilon_{(j)}^{\prime} \\
& +\varepsilon_{(j)} \Delta_{2 j}^{\prime} s_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} r_{j} \Delta_{2 j} \varepsilon_{(j)}^{\prime} .
\end{aligned}
$$

Since $M=C D^{-1} C^{\prime}-z A$, it follows that

$$
\begin{equation*}
M^{-1}=\left(M_{j}+\alpha_{j} K_{j} \alpha_{j}^{\prime}\right)^{-1} \tag{42}
\end{equation*}
$$

where

$$
\begin{aligned}
M_{j} & =C_{j} D_{j}^{-1} C_{j}^{\prime}-z A_{j}, \\
\alpha_{j} & =\left[\varepsilon_{(j)}, C_{j} D_{j}^{-1} \varepsilon_{(j)}\right]
\end{aligned}
$$

and

$$
K_{j}=\left(\begin{array}{cc}
\Delta_{2 j}^{\prime} s_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} r_{j} \Delta_{2 j}-z I_{2} & \Delta_{2 j}^{\prime} r_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} \\
\left(r_{j} I_{2}+s_{j}\right)^{-1} r_{j} \Delta_{2 j} & -\left(r_{j} I_{2}+s_{j}\right)^{-1}
\end{array}\right)
$$

Applying the Sherman-Morrison-Woodbury formula to the right hand side of (42), we obtain

$$
\begin{equation*}
M^{-1}=M_{j}^{-1}-M_{j}^{-1} \alpha_{j}\left(K_{j}^{-1}+\alpha_{j}^{\prime} M_{j}^{-1} \alpha_{j}\right)^{-1} \alpha_{j}^{\prime} M_{j}^{-1} \tag{43}
\end{equation*}
$$

Since

$$
\begin{equation*}
\Delta_{2 j}^{\prime} \Delta_{2 j}=\Delta_{1 j}=r_{j}^{-1} I_{2} \tag{44}
\end{equation*}
$$

we can write

$$
K_{j}=\left(\begin{array}{cc}
\Delta_{2 j}^{\prime} & 0 \\
0 & I_{2}
\end{array}\right)\left(\begin{array}{cc}
s_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} r_{j}-z r_{j} I_{2} & \left(r_{j} I_{2}+s_{j}\right)^{-1} r_{j} \\
\left(r_{j} I_{2}+s_{j}\right)^{-1} r_{j} & -\left(r_{j} I_{2}+s_{j}\right)^{-1}
\end{array}\right)\left(\begin{array}{cc}
\Delta_{2 j} & 0 \\
0 & I_{2}
\end{array}\right),
$$

which implies that

$$
K_{j}^{-1}=\frac{1}{1-z}\left(\begin{array}{cc}
\Delta_{2 j}^{-1} & 0 \\
0 & I_{2}
\end{array}\right)\left(\begin{array}{cc}
r_{j}^{-1} I_{2} & I_{2} \\
I_{2} & z\left(r_{j} I_{2}+s_{j}\right)-s_{j}
\end{array}\right)\left(\begin{array}{cc}
\Delta_{2 j}^{\prime-1} & 0 \\
0 & I_{2}
\end{array}\right)
$$

and therefore, using (44), we obtain

$$
K_{j}^{-1}=\left(\begin{array}{cc}
\frac{1}{1-z} I_{2} & \frac{1}{1-z} r_{j} \Delta_{2 j}^{\prime}  \tag{45}\\
\frac{1}{1-z} r_{j} \Delta_{2 j} & \frac{z}{1-z} r_{j} I_{2}-s_{j}
\end{array}\right) .
$$

Further, the definitions

$$
\begin{aligned}
u_{j} & =\varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} \varepsilon_{(j)}, \\
v_{j} & =\varepsilon_{(j)}^{\prime} M_{j}^{-1} \varepsilon_{(j)}, \text { and } \\
w_{j} & =\varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} C_{j} D_{j}^{-1} \varepsilon_{(j)}
\end{aligned}
$$

yield

$$
\alpha_{j}^{\prime} M_{j}^{-1} \alpha_{j}=\left(\begin{array}{cc}
v_{j} & u_{j}^{\prime}  \tag{46}\\
u_{j} & w_{j}
\end{array}\right) .
$$

Using (45) and (46) in (43), we obtain

$$
M^{-1}=M_{j}^{-1}-M_{j}^{-1} \alpha_{j}\left(\begin{array}{cc}
\frac{1}{1-z} I_{2}+v_{j} & \frac{1}{1-z} r_{j} \Delta_{2 j}^{\prime}+u_{j}^{\prime}  \tag{47}\\
\frac{1}{1-z} r_{j} \Delta_{2 j}+u_{j} & \frac{z}{1-z} r_{j} I_{2}-s_{j}+w_{j}
\end{array}\right)^{-1} \alpha_{j}^{\prime} M_{j}^{-1}
$$

which yields

$$
\varepsilon_{(j)}^{\prime} M^{-1} \varepsilon_{(j)}=v_{j}-\left[v_{j}, u_{j}^{\prime}\right]\left(\begin{array}{cc}
\frac{1}{1-z} I_{2}+v_{j} & \frac{1}{1-z} r_{j} \Delta_{2 j}^{\prime}+u_{j}^{\prime} \\
\frac{1}{1-z} r_{j} \Delta_{2 j}+u_{j} & \frac{z}{1-z} r_{j} I_{2}-s_{j}+w_{j}
\end{array}\right)^{-1}\left[\begin{array}{c}
v_{j} \\
u_{j}
\end{array}\right]
$$

### 3.3 Proof of Lemma OW12

We start from an elementary lemma describing absolute central moments of a quadratic form in i.i.d. normal random variables. Its proof is given in the next section of this note.

Lemma 4 Let $\rho$ be a positive integer, $\Omega$ be a $p \times p$ deterministic complex matrix, and $\xi \sim N_{p}\left(0, \frac{1}{T} I_{p}\right)$. Then

$$
\mathbb{E}\left|\xi^{\prime} \Omega \xi-\frac{1}{T} \operatorname{tr} \Omega\right|^{2 \rho} \leq \frac{C_{\rho}\|\Omega\|^{2 \rho} p^{\rho}}{T^{2 \rho}}
$$

where

$$
C_{\rho}=2^{4 \rho}(2 \rho+1)^{2 \rho} \rho^{2 \rho+1}
$$

Consider a sequence $\{p, T\} \equiv\left\{p_{T}, T\right\}$ such that $p_{T}, T \rightarrow_{c} \infty$. We introduce notation $p_{T}$ to emphasize the fact that the sequence $\{p, T\}$ with $p, T \rightarrow_{c} \infty$ can be indexed by $T$ without loss of generality. Let us use Lemma 4 to prove that, as $p_{T}, T \rightarrow{ }_{c} \infty$,

$$
\begin{equation*}
\max _{j=1, \ldots, T / 2}\left\|s_{j}-\hat{s} I_{2}\right\| \xrightarrow{\text { a.s. }} 0 . \tag{48}
\end{equation*}
$$

Since the square of the spectral norm is no larger than the sum of the squared elements of the matrix, it is sufficient to prove the element-wise convergences. Take, for example, the element in the second row and the second column of $s_{j}-\hat{s} I_{2}$. We need to show that

$$
\begin{equation*}
\max _{j=1, \ldots, T / 2}\left|\varepsilon_{2 j}^{\prime} D_{j}^{-1} \varepsilon_{2 j}-\hat{s}\right| \xrightarrow{\text { a.s. }} 0 . \tag{49}
\end{equation*}
$$

For any $\tau>0$, let $E_{j \tau}$ be the event

$$
E_{j \tau}=\left\{\left|\varepsilon_{2 j}^{\prime} D_{j}^{-1} \varepsilon_{2 j}-\hat{s}\right|>2 \tau\right\} .
$$

The probability of $E_{j \tau}$ is bounded above as follows

$$
\operatorname{Pr}\left(E_{j \tau}\right) \leq \operatorname{Pr}\left(E_{1, j \tau}\right)+\operatorname{Pr}\left(E_{2, j \tau}\right),
$$

where

$$
\begin{aligned}
& E_{1, j \tau}=\left\{\left|\varepsilon_{2 j}^{\prime} D_{j}^{-1} \varepsilon_{2 j}-\frac{1}{T} \operatorname{tr}\left[D_{j}^{-1}\right]\right|>\tau\right\}, \text { and } \\
& E_{2, j \tau}=\left\{\left|\frac{1}{T} \operatorname{tr}\left[D_{j}^{-1}-D\right]\right|>\tau\right\}
\end{aligned}
$$

Note that

$$
\begin{equation*}
\left\|D_{j}^{-1}\right\| \leq\left\|D^{-1}\right\|=\frac{1}{\lambda_{\min }\left(\varepsilon \Delta_{1} \varepsilon^{\prime}\right)} \leq \frac{1}{\lambda_{\min }\left(\Delta_{1}\right) \lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)}=\frac{4}{\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)}, \tag{50}
\end{equation*}
$$

where $\lambda_{\min }(\cdot)$ denotes the smallest eigenvalue of a matrix. As shown by Bai and Yin (1993),

$$
\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right) \xrightarrow{\text { a.s. }}(1-\sqrt{c})^{2}
$$

when $p_{T}, T \rightarrow{ }_{c} \infty$. Fix $\delta>4(1-\sqrt{c})^{-2}$. Then, almost surely, there exists $T_{\delta}$ that does not depend on $j$, such that

$$
\begin{equation*}
\left\|D_{j}^{-1}\right\| \leq \delta \tag{51}
\end{equation*}
$$

for any $T>T_{\delta}$. Let $\mathbb{E}_{j}$ denote the expectation conditional on the event (51). Lemma 4 yields

$$
\begin{equation*}
\mathbb{E}_{j}\left|\varepsilon_{2 j}^{\prime} D_{j}^{-1} \varepsilon_{2 j}-\frac{1}{T} \operatorname{tr}\left[D_{j}^{-1}\right]\right|^{2 \rho} \leq \frac{C_{\rho} \delta^{2 \rho} p_{T}^{\rho}}{T^{2 \rho}} \tag{52}
\end{equation*}
$$

We have

$$
\begin{aligned}
\operatorname{Pr}\left(E_{1, j \tau}\right) & \leq \operatorname{Pr}_{j}\left(E_{1, j \tau}\right) \operatorname{Pr}\left(\left\|D_{j}^{-1}\right\| \leq \delta\right)+\operatorname{Pr}\left(\left\|D_{j}^{-1}\right\|>\delta\right) \\
& \leq \operatorname{Pr}_{j}\left(E_{1, j \tau}\right)+\operatorname{Pr}\left(\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)<4 \delta^{-1}\right),
\end{aligned}
$$

where $\operatorname{Pr}_{j}$ is the probability conditional on the event (51). Markov's inequality together with (52) imply that

$$
\begin{equation*}
\operatorname{Pr}\left(E_{1, j \tau}\right) \leq \frac{C_{\rho} \delta^{2 \rho} p_{T}^{\rho}}{\tau^{2 \rho} T^{2 \rho}}+\operatorname{Pr}\left(\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)<4 \delta^{-1}\right) . \tag{53}
\end{equation*}
$$

Further, since the rank of the positive semi-definite matrix $D^{-1}-D_{j}^{-1}$ is no larger than two, we have by Weyl's theorem (see Theorem 4.3.6 in Horn and Johnson (1985))

$$
\frac{1}{T}\left|\operatorname{tr}\left[D_{j}^{-1}-D\right]\right| \leq \frac{2}{T}\left\|D^{-1}\right\|
$$

Therefore, using (50), we obtain

$$
\begin{equation*}
\operatorname{Pr}\left(E_{2, j \tau}\right) \leq \operatorname{Pr}\left(\frac{2}{T}\left\|D^{-1}\right\|>\tau\right) \leq \operatorname{Pr}\left(\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)<\frac{8}{T} \tau^{-1}\right) \tag{54}
\end{equation*}
$$

For $\lambda_{\text {min }}\left(\varepsilon \varepsilon^{\prime}\right)$, we have the following large deviation inequality (Theorem II. 13 in Davidson and Szarek (2001) establishes the inequality given below and a similar
inequality for $\left.\lambda_{\max }\left(\varepsilon \varepsilon^{\prime}\right)\right)$. For any $\alpha>0$,

$$
\begin{equation*}
\operatorname{Pr}\left(\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)<\left(1-\sqrt{p_{T} / T}-\alpha\right)^{2}\right)<\exp \left\{-T \alpha^{2} / 2\right\} \tag{55}
\end{equation*}
$$

Let

$$
\alpha=(1-\sqrt{c}) / 2-\delta^{-1 / 2}>0
$$

and let $T_{\rho \delta \tau}$ be such that for all $T>T_{\rho \delta \tau}$

$$
\begin{equation*}
\left(1-\sqrt{p_{T} / T}-\alpha\right)^{2}>\max \left\{4 \delta^{-1}, \frac{8}{T} \tau^{-1}\right\} \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
\exp \left\{-T \alpha^{2} / 2\right\}<\frac{C_{\rho} \delta^{2 \rho} p_{T}^{\rho}}{\tau^{2 \rho} T^{2 \rho}} \tag{57}
\end{equation*}
$$

Let $T_{0}=\max \left\{T_{\delta}, T_{\rho \delta \tau}\right\}$. Note that $T_{0}$ does not depend on $j$. Inequalities (53-57) imply that for all $T>T_{0}$

$$
\operatorname{Pr}\left(E_{j \tau}\right) \leq \frac{3 C_{\rho} \delta^{2 \rho} p_{T}^{\rho}}{\tau^{2 \rho} T^{2 \rho}}
$$

Finally,

$$
\operatorname{Pr}\left\{\max _{j=1, \ldots, T / 2}\left|\varepsilon_{2 j}^{\prime} D_{j}^{-1} \varepsilon_{2 j}-\hat{s}\right|>2 \tau\right\} \leq \sum_{j=1}^{T / 2} \operatorname{Pr}\left(E_{j \tau}\right) \leq \frac{3 C_{\rho} \delta^{2 \rho} p_{T}^{\rho}}{2 \tau^{2 \rho} T^{2 \rho-1}}
$$

For $\rho \geq 2$,

$$
\sum_{T=T_{0}+1}^{\infty} \frac{3 C_{\rho} \delta^{2 \rho} p_{T}^{\rho}}{2 \tau^{2 \rho} T^{2 \rho-1}}<\infty
$$

which yields (49) by the Borel-Cantelli lemma.
The convergence of the element in the first row and the first column of $s_{j}-\hat{s} I_{2}$ can be shown similarly to (49). For the off-diagonal elements, note that

$$
\varepsilon_{2 j-1}^{\prime} D_{j}^{-1} \varepsilon_{2 j}=\frac{1}{2}\left(\varepsilon_{2 j-1}^{\prime}, \varepsilon_{2 j}^{\prime}\right)\left(\begin{array}{cc}
0 & D_{j}^{-1} \\
D_{j}^{-1} & 0
\end{array}\right)\binom{\varepsilon_{2 j-1}}{\varepsilon_{2 j}} .
$$

Hence, we again can use Lemma 4 and the Borel-Cantelli lemma to obtain desired results.

It remains to prove that

$$
\max _{j=1, \ldots, T / 2}\left\|u_{j}-\hat{u} I_{2}\right\| \xrightarrow{a . s} 0
$$

and to establish similar convergences for $v_{j}$ and $w_{j}$. This can be accomplished by closely following the strategy of the above proof of (48), which we leave to the reader. The only two new aspects of the remaining proofs are related to the need for bounds on the spectral norms of $D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1}, M_{j}^{-1}$, and $D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} C_{j} D_{j}^{-1}$, and on the differences between the traces of these matrices and the traces of $D^{-1} C^{\prime} M^{-1}$, $M^{-1}$, and $D^{-1} C^{\prime} M^{-1} C D^{-1}$, respectively. Such bounds can be obtained using the following lemma. Its proof is given in the next section of this note.

Lemma 5 Let $z$ be as in the definition (OW37) of $M$, and let $\mathfrak{I} z>0$ be the imaginary part of $z$. Then, we have

$$
\left\|M_{j}^{-1}\right\| \leq \frac{1}{(\mathfrak{I} z) \lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)}, \text { and }\left\|D_{j}^{-1} C_{j}^{\prime}\right\|^{2} \leq \frac{4 \lambda_{\max }\left(\varepsilon \varepsilon^{\prime}\right)}{\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)} .
$$

The same bounds hold for the norms of $M^{-1}$ and $D^{-1} C^{\prime}$. Further,

$$
\begin{gathered}
\left|\operatorname{tr}\left(M_{j}^{-1}-M^{-1}\right)\right| \leq \frac{8}{(\mathfrak{I} z) \lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)}, \\
\left|\operatorname{tr}\left(D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1}-D^{-1} C^{\prime} M^{-1}\right)\right| \leq \frac{32 \lambda_{\max }^{1 / 2}\left(\varepsilon \varepsilon^{\prime}\right)}{(\Im z) \lambda_{\min }^{3 / 2}\left(\varepsilon \varepsilon^{\prime}\right)},
\end{gathered}
$$

and

$$
\left|\operatorname{tr}\left(D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} C_{j} D_{j}^{-1}-D^{-1} C^{\prime} M^{-1} C D^{-1}\right)\right| \leq \frac{96 \lambda_{\max }\left(\varepsilon \varepsilon^{\prime}\right)}{(\Im z z) \lambda_{\min }^{2}\left(\varepsilon \varepsilon^{\prime}\right)}
$$

### 3.4 Proofs of Lemmas 4 and 5

### 3.4.1 Proof of Lemma 4

Without loss of generality, we can assume that $\Omega=A+\mathrm{i} B$, where $A$ and $B$ are real symmetric matrices. Indeed, the expression $\xi^{\prime} \Omega \xi-\frac{1}{T} \operatorname{tr} \Omega$ does not change if $\Omega$ is replaced by $\frac{1}{2}\left(\Omega+\Omega^{\prime}\right)$, and the latter matrix obviously has the required form. Using the Hölder inequality, we obtain

$$
\begin{equation*}
\left|\xi^{\prime} \Omega \xi-\frac{1}{T} \operatorname{tr} \Omega\right|^{2 \rho} \leq 2^{2 \rho-1}\left(\left(\xi^{\prime} A \xi-\frac{1}{T} \operatorname{tr} A\right)^{2 \rho}+\left(\xi^{\prime} B \xi-\frac{1}{T} \operatorname{tr} B\right)^{2 \rho}\right) \tag{58}
\end{equation*}
$$

Let $U d U^{\prime}$ be the spectral decomposition of $A$, where $d=\operatorname{diag}\left\{d_{1}, \ldots, d_{p}\right\}$. The rotational invariance of the distribution $N_{p}\left(0, \frac{1}{T} I_{p}\right)$ implies that

$$
\begin{equation*}
\mathbb{E}\left(\xi^{\prime} A \xi-\frac{1}{T} \operatorname{tr} A\right)^{2 \rho}=\mathbb{E}\left(\sum_{i=1}^{p} d_{i}\left(\xi_{i}^{2}-\frac{1}{T}\right)\right)^{2 \rho} \tag{59}
\end{equation*}
$$

Since $\mathbb{E}\left(\xi_{i}^{2}-\frac{1}{T}\right)=0$, the right hand side of the above equality can be expanded as

$$
\begin{equation*}
\sum_{l=1}^{\rho} \sum_{\substack{1 \leq i_{1}<\cdots<i_{l} \leq p}} \sum_{\substack{j_{1}+\cdots j_{l}=2 \rho \\ j_{1} \geq 2, \cdots, j_{l} \geq 2}}(2 \rho)!\prod_{t=1}^{l} \frac{\left(d_{i_{t}}\right)^{j_{t}} \mathbb{E}\left(\xi_{i_{t}}^{2}-\frac{1}{T}\right)^{j_{t}}}{j_{t}!} \tag{60}
\end{equation*}
$$

Now, let $\mu_{j}$ be the $j$-th raw moment of a $\chi^{2}(1)$ random variable. As is well known, $\mu_{j}=(2 j-1)!$ ! with a crude upper bound

$$
\mu_{j} \leq 2^{j} j^{j}
$$

Since the $j$-th absolute central moment of a $\chi^{2}(1)$ random variable is no larger than $\mu_{j}+1$, we have, for any $j \geq 1$,

$$
\mathbb{E}\left|\xi_{i}^{2}-\frac{1}{T}\right|^{j} \leq \frac{\mu_{j}+1}{T^{j}} \leq \frac{2^{j}(j+1)^{j}}{T^{j}}
$$

Further, clearly

$$
\left|d_{i}\right|^{j} \leq\|A\|^{j} .
$$

Using the latter two inequalities in (60), we obtain

$$
\begin{aligned}
\mathbb{E}\left(\sum_{i=1}^{p} d_{i}\left(\xi_{i}^{2}-\frac{1}{T}\right)\right)^{2 \rho} & \leq \frac{\|A\|^{2 \rho}(4 \rho+2)^{2 \rho}}{T^{2 \rho}} \sum_{l=1}^{\rho} p^{l} \sum_{\substack{j_{1}+\cdots, j_{l}=2 \rho \\
j_{1} \geq 2, \cdots, j_{l} \geq 2}} \prod_{t=1}^{l} \frac{(2 \rho)!}{j_{t}!} \\
& \leq \frac{\|A\|^{2 \rho}(4 \rho+2)^{2 \rho}}{T^{2 \rho}} \sum_{l=1}^{\rho} p^{l} l^{2 \rho}
\end{aligned}
$$

Using another crude upper bound

$$
\sum_{l=1}^{\rho} p^{l} l^{2 \rho} \leq \rho^{2 \rho+1} p^{\rho}
$$

we conclude that

$$
\begin{equation*}
\mathbb{E}\left(\sum_{i=1}^{p} d_{i}\left(\xi_{i}^{2}-\frac{1}{T}\right)\right)^{2 \rho} \leq \frac{\|A\|^{2 \rho}(4 \rho+2)^{2 \rho} \rho^{2 \rho+1} p^{\rho}}{T^{2 \rho}} \tag{61}
\end{equation*}
$$

Now note that $\|A\| \leq\|\Omega\|$. This follows, for example, from the equality

$$
A^{2}+B^{2}=\frac{1}{2}\left(\Omega^{*} \Omega+\Omega \Omega^{*}\right)
$$

where the superscript ' $*$ ' denotes the operation of transposition and complex conjugation. Therefore, (59) and (61) imply

$$
\mathbb{E}\left(\xi^{\prime} A \xi-\frac{1}{T} \operatorname{tr} A\right)^{2 \rho} \leq \frac{\|\Omega\|^{2 \rho}(4 \rho+2)^{2 \rho} \rho^{2 \rho+1} p^{\rho}}{T^{2 \rho}}
$$

Similarly, we have

$$
\mathbb{E}\left(\xi^{\prime} B \xi-\frac{1}{T} \operatorname{tr} B\right)^{2 \rho} \leq \frac{\|\Omega\|^{2 \rho}(4 \rho+2)^{2 \rho} \rho^{2 \rho+1} p^{\rho}}{T^{2 \rho}}
$$

Using the latter two inequalities in (58), we obtain

$$
\mathbb{E}\left|\xi^{\prime} \Omega \xi-\frac{1}{T} \operatorname{tr} \Omega\right|^{2 \rho} \leq \frac{\|\Omega\|^{2 \rho} 2^{4 \rho}(2 \rho+1)^{2 \rho} \rho^{2 \rho+1} p^{\rho}}{T^{2 \rho}} . \square
$$

### 3.4.2 Proof of Lemma 5

By definition of $M_{j}$, we have

$$
\begin{aligned}
\left\|M_{j}^{-1}\right\| & =\left\|A_{j}^{-1 / 2}\left(A_{j}^{-1 / 2} C_{j} D_{j}^{-1} C_{j}^{\prime} A_{j}^{-1 / 2}-z I_{p}\right)^{-1} A_{j}^{-1 / 2}\right\| \\
& \leq\left\|A_{j}^{-1}\right\|\left\|\left(A_{j}^{-1 / 2} C_{j} D_{j}^{-1} C_{j}^{\prime} A_{j}^{-1 / 2}-z I_{p}\right)^{-1}\right\|
\end{aligned}
$$

On the other hand,

$$
\left\|A_{j}^{-1}\right\| \leq\left\|A^{-1}\right\|=\left\|\left(\varepsilon \varepsilon^{\prime}\right)^{-1}\right\|=\frac{1}{\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)}
$$

and

$$
\left\|\left(A_{j}^{-1 / 2} C_{j} D_{j}^{-1} C_{j}^{\prime} A_{j}^{-1 / 2}-z I_{p}\right)^{-1}\right\| \leq \max _{k=1, \ldots, p} \frac{1}{\left|\lambda_{k}\left(A_{j}^{-1 / 2} C_{j} D_{j}^{-1} C_{j}^{\prime} A_{j}^{-1 / 2}\right)-z\right|}
$$

where $\lambda_{k}(\cdot)$ is the $k$-th largest eigenvalue of a real symmetric matrix. The above inequality implies that

$$
\left\|\left(A_{j}^{-1 / 2} C_{j} D_{j}^{-1} C_{j}^{\prime} A_{j}^{-1 / 2}-z I_{p}\right)^{-1}\right\| \leq \frac{1}{\mathfrak{I} z},
$$

and therefore,

$$
\begin{equation*}
\left\|M_{j}^{-1}\right\| \leq \frac{1}{(\mathfrak{I} z) \lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)} \tag{62}
\end{equation*}
$$

The same bound for $\left\|M^{-1}\right\|$ is established similarly.
Further, we have

$$
\begin{aligned}
\left\|D_{j}^{-1} C_{j}^{\prime}\right\|^{2} & =\left\|D_{j}^{-1} C_{j}^{\prime} C_{j} D_{j}^{-1}\right\| \\
& =\left\|D_{j}^{-1} \varepsilon_{-(j)} \Delta_{2(j)}^{\prime} \varepsilon_{-(j)}^{\prime} \varepsilon_{-(j)} \Delta_{2(j)} \varepsilon_{-(j)}^{\prime} D_{j}^{-1}\right\|
\end{aligned}
$$

where $\Delta_{2(j)}$ is the block-diagonal matrix obtained from $\Delta_{2}$ by removing its $j$-th $2 \times 2$ block, and $\varepsilon_{-(j)}$ is obtained from $\varepsilon$ by removing the $2 j-1$-th and $2 j$-th columns. On the other hand,

$$
\begin{aligned}
& \left\|D_{j}^{-1} \varepsilon_{-(j)} \Delta_{2(j)}^{\prime} \varepsilon_{-(j)}^{\prime} \varepsilon_{-(j)} \Delta_{2(j)} \varepsilon_{-(j)}^{\prime} D_{j}^{-1}\right\| \\
\leq & \lambda_{\max }\left(\varepsilon \varepsilon^{\prime}\right)\left\|D_{j}^{-1} \varepsilon_{-(j)} \Delta_{2(j)}^{\prime} \Delta_{2(j)} \varepsilon_{-(j)}^{\prime} D_{j}^{-1}\right\| \\
= & \lambda_{\max }\left(\varepsilon \varepsilon^{\prime}\right)\left\|D_{j}^{-1} \varepsilon_{-(j)} \Delta_{1(j)} \varepsilon_{-(j)}^{\prime} D_{j}^{-1}\right\| \\
= & \lambda_{\max }\left(\varepsilon \varepsilon^{\prime}\right)\left\|D_{j}^{-1}\right\|,
\end{aligned}
$$

where we used the fact that $\Delta_{2(j)}^{\prime} \Delta_{2(j)}=\Delta_{1(j)}$ with $\Delta_{1(j)}$ obtained from $\Delta_{1}$ by removing its $j$-th $2 \times 2$ block. Using (50), we obtain

$$
\begin{equation*}
\left\|D_{j}^{-1} C_{j}^{\prime}\right\|^{2} \leq \frac{4 \lambda_{\max }\left(\varepsilon \varepsilon^{\prime}\right)}{\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)} \tag{63}
\end{equation*}
$$

The same bound for $\left\|D^{-1} C^{\prime}\right\|$ is established similarly.
Now, let us establish the bounds on the differences of traces. As follows from
(47), $M_{j}^{-1}$ differs from $M^{-1}$ by a matrix of rank no larger than 4 . Therefore,

$$
\left|\operatorname{tr}\left(M_{j}^{-1}-M^{-1}\right)\right| \leq 4\left\|M_{j}^{-1}-M^{-1}\right\| \leq 4\left(\left\|M_{j}^{-1}\right\|+\left\|M^{-1}\right\|\right)
$$

Therefore,

$$
\left|\operatorname{tr}\left(M_{j}^{-1}-M^{-1}\right)\right| \leq \frac{8}{(\mathfrak{I} z) \lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)}
$$

Similarly, $D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1}$ differs from $D^{-1} C^{\prime} M^{-1}$ by a matrix with rank no larger than 8 . It is because

$$
\begin{aligned}
D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1}-D^{-1} C^{\prime} M^{-1}= & D_{j}^{-1} C_{j}^{\prime}\left(M_{j}^{-1}-M^{-1}\right)+D_{j}^{-1}\left(C_{j}^{\prime}-C^{\prime}\right) M^{-1} \\
& +\left(D_{j}^{-1}-D^{-1}\right) C^{\prime} M^{-1}
\end{aligned}
$$

where the rank of $M_{j}^{-1}-M^{-1}$ is no larger than 4 , and the ranks of $C_{j}^{\prime}-C^{\prime}$ and $D_{j}^{-1}-D^{-1}$ are no larger than 2 each. Therefore,

$$
\begin{aligned}
\left|\operatorname{tr}\left(D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1}-D^{-1} C^{\prime} M^{-1}\right)\right| & \leq 8\left(\left\|D_{j}^{-1} C_{j}^{\prime}\right\|\left\|M_{j}^{-1}\right\|+\left\|D^{-1} C^{\prime}\right\|\left\|M^{-1}\right\|\right) \\
& \leq \frac{32 \lambda_{\max }^{1 / 2}\left(\varepsilon \varepsilon^{\prime}\right)}{(\Im z) \lambda_{\min }^{3 / 2}\left(\varepsilon \varepsilon^{\prime}\right)},
\end{aligned}
$$

where we used (62) and (63). Finally, $D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} C_{j} D_{j}^{-1}$ differs from $D^{-1} C^{\prime} M^{-1} C D^{-1}$ by a matrix with rank no larger than 12 . Therefore,

$$
\left|\operatorname{tr}\left(D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} C_{j} D_{j}^{-1}-D^{-1} C^{\prime} M^{-1} C D^{-1}\right)\right| \leq \frac{96 \lambda_{\max }\left(\varepsilon \varepsilon^{\prime}\right)}{(\Im z) \lambda_{\min }^{2}\left(\varepsilon \varepsilon^{\prime}\right)}
$$

### 3.5 Proof of Lemma OW14

First, let us prove that

$$
\begin{equation*}
\hat{s} \xrightarrow{\text { a.s. }} 4 c^{2} /\left(1-c^{2}\right) . \tag{64}
\end{equation*}
$$

Recall the definition of $\hat{s}$

$$
\hat{s}=\frac{1}{T} \operatorname{tr}\left[D^{-1}\right]=\frac{1}{T} \operatorname{tr}\left[\left(\varepsilon \Delta_{1} \varepsilon^{\prime}\right)^{-1}\right] .
$$

Let $F_{D}(x)$ denote the empirical distribution of the eigenvalues of $D$, and let

$$
\hat{m}_{D}(z)=\int \frac{1}{x-z} \mathrm{~d} F_{D}(x)
$$

be its Stieltjes transform. Then, by Theorem 1.1 of Silverstein and Bai (1995), for any $z \in \mathbb{C}^{+}, \hat{m}_{D}(z)$ a.s. converges to $m_{D}(z)$, which satisfies equation

$$
z=-\frac{1}{m_{D}(z)}+\int \frac{\tau \mathrm{d} H(\tau)}{1+\tau c m_{D}(z)}
$$

where $H(\tau)$ is the limit of the empirical distribution of the diagonal elements of $\Delta_{1}, r_{j}^{-1}, j=1, \ldots, T / 2$. Recall that

$$
r_{j+1}=2(1-\cos \theta j), j=1, \ldots, T / 2-1 .
$$

Therefore, $H(\tau)$ is the cumulative distribution function of the random variable $[2(1-\cos U)]^{-1}$, where $U$ is distributed uniformly on the interval $[0, \pi]$. This fact implies that

$$
\begin{aligned}
z & =-\frac{1}{m_{D}(z)}+\frac{1}{\pi} \int_{0}^{\pi} \frac{\mathrm{d} u}{2(1-\cos u)+c m_{D}(z)} \\
& =-\frac{1}{m_{D}(z)}+\frac{1}{2 \pi \mathrm{i}} \oint_{|s|=1}^{\pi} \frac{\mathrm{d} s}{s\left(2\left(1-\frac{s+s^{-1}}{2}\right)+c m_{D}(z)\right)} \\
& =-\frac{1}{m_{D}(z)}-\frac{1}{2 \pi \mathrm{i}} \oint_{|s|=1} \frac{\mathrm{~d} s}{\left(s^{2}-\left(2+c m_{D}(z)\right) s+1\right)}
\end{aligned}
$$

The integrand has two poles at

$$
s_{1,2}=\frac{c m_{D}(z)+2 \pm \sqrt{c^{2} m_{D}^{2}(z)+4 c m_{D}(z)}}{2} .
$$

Note that $s_{1} s_{2}=1$, which implies that one of them is inside the contour and the other is outside. Therefore, we have

$$
\begin{align*}
z & =-\frac{1}{m_{D}(z)} \pm \frac{1}{s_{1}-s_{2}} \\
& =-\frac{1}{m_{D}(z)} \pm \frac{1}{\sqrt{c^{2} m_{D}^{2}(z)+4 c m_{D}(z)}} \tag{65}
\end{align*}
$$

where the choice of + or $-\operatorname{sign}$ depends on which of $s_{1,2}$ is inside the contour. Squaring and rearranging, we obtain

$$
\begin{equation*}
c\left(z m_{D}(z)+1\right)^{2}\left(c m_{D}(z)+4\right)-m_{D}(z)=0 . \tag{66}
\end{equation*}
$$

Further, since $\min _{j=1, \ldots, T / 2} r_{j}^{-1} \geq 1 / 4$, we have

$$
\lambda_{\min }(D)=\lambda_{\min }\left(\varepsilon \Delta_{1} \varepsilon^{\prime}\right) \geq \frac{\lambda_{\min }\left(\varepsilon \varepsilon^{\prime}\right)}{4} \xrightarrow{\text { a.s. }} \frac{(1-\sqrt{c})^{2}}{4}
$$

Therefore, $m_{D}(z)$ is analytic at $z=0, \hat{m}_{D}(0) \xrightarrow{\text { a.s. }} m_{D}(0)$, and $m_{D}(0)$ satisfies equation (66) with $z=0$. That is,

$$
\hat{m}_{D}(0) \xrightarrow{\text { a.s. }} m_{D}(0)=\frac{4 c}{1-c^{2}} .
$$

But $\hat{s}=\frac{p}{T} \hat{m}_{D}(0)$. Hence, we have (64).
Now, let us turn to the proof of the lemma. Elementary algebra yields the following representation

$$
\delta_{j}=\delta_{1 j}+\frac{1}{z} \delta_{2 j}
$$

where

$$
\delta_{1 j}=\left(r_{j}+\hat{s}\right)(z \hat{v}-1)
$$

and

$$
\delta_{2 j}=(z \hat{w})(1+\hat{v}-z \hat{v})-\hat{s}(z \hat{v})+r_{j}(z \hat{u})-\frac{1-z}{z}(z \hat{u})^{2}
$$

Note that for $z \in \mathbb{C}^{+}, \hat{v} \in \mathbb{C}^{+}$. Hence, for $z \in \mathbb{C}^{+}$such that $\mathfrak{R z}=0$, we have $\mathfrak{R}(z \hat{v})<0$ and

$$
\begin{equation*}
|z \hat{v}-1|>1 \tag{67}
\end{equation*}
$$

This inequality and (64) imply that, for any $z \in \mathbb{C}^{+}$such that $\mathfrak{R z}=0$,

$$
\left|\delta_{1 j}\right|>\frac{2 c^{2}}{1-c^{2}}
$$

for sufficiently large $p, T$ as $p, T \rightarrow_{c} \infty$, almost surely.
Further, Lemma 5 implies that $|z \hat{u}|,|z \hat{v}|$, and $|z \hat{w}|$ remain bounded for sufficiently large $p, T$ as $p, T \rightarrow{ }_{c} \infty$, almost surely. Moreover, the presence of the imaginary part of $z$ in the denominator of the bound on $\left\|M_{j}^{-1}\right\|$ in Lemma 5 imply that, for $z \in \mathbb{C}^{+}$such that $\mathfrak{R z}=0$, the value of the bound on $|z \hat{u}|,|z \hat{v}|$, and $|z \hat{w}|$ does not depend on $z$. In particular, for any such $z,\left|\delta_{2 j}\right|$ is bounded for sufficiently large $p, T$ as $p, T \rightarrow_{c} \infty$, almost surely, uniformly in $j$, with the value of the bound independent from $z$ with $\mathfrak{I} z>\zeta$. Hence, by choosing $\zeta$ sufficiently large, we can
ensure that, for any $z$ with $\mathfrak{R z}=0$ and $\mathfrak{I} z>\zeta$,

$$
\left|\frac{1}{z} \delta_{2 j}\right|<\frac{1}{2}\left|\delta_{1 j}\right|
$$

and therefore

$$
\left|\delta_{j}\right|>\frac{c^{2}}{1-c^{2}}
$$

which establishes the lemma.

### 3.6 Proof of Lemma OW16

The identity $\hat{u}=\tilde{u}$ is established by the following sequence of equalities

$$
\begin{aligned}
T \hat{u} & =\operatorname{tr} D^{-1} C^{\prime} M^{-1}=\operatorname{tr} D^{-1} C^{\prime}\left(C D^{-1} C^{\prime}-z A\right)^{-1} \\
& =\operatorname{tr}\left(C-z A\left(C^{\prime}\right)^{-1} D\right)^{-1}=\operatorname{tr}\left(C^{\prime}-z D(C)^{-1} A\right)^{-1} \\
& =\operatorname{tr} A^{-1} C\left(C^{\prime} A^{-1} C-z D\right)^{-1}=\operatorname{tr} A^{-1} C \tilde{M}^{-1}=T \tilde{u}
\end{aligned}
$$

The relationship $z \tilde{v}+\hat{s}=\hat{w}$ is obtained as follows

$$
\begin{aligned}
T(z \tilde{v}+\hat{s}) & =\operatorname{tr} D^{-1}\left(z I_{p}\left(C^{\prime} A^{-1} C D^{-1}-z I_{p}\right)^{-1}+I_{p}\right) \\
& =\operatorname{tr} D^{-1}\left(-I_{p}+C^{\prime} A^{-1} C D^{-1}\left(C^{\prime} A^{-1} C D^{-1}-z I_{p}\right)^{-1}+I_{p}\right) \\
& =\operatorname{tr} D^{-1}\left(I_{p}-D C^{-1} A\left(C^{\prime}\right)^{-1} z\right)^{-1} \\
& =\operatorname{tr} D^{-1} C^{\prime}\left(C D^{-1} C^{\prime}-A z\right)^{-1} C D^{-1}=T \hat{w} .
\end{aligned}
$$

The identity $z \hat{v}+\tilde{s}=\tilde{w}$ is obtained similarly to $z \tilde{v}+\hat{s}=\hat{w}$ by interchanging the roles of $D, C$ and $A, C^{\prime}$.

### 3.7 Derivation of Equation (OW55)

Equations (40), (41), and (47) imply that

$$
\begin{aligned}
D^{-1} C^{\prime} M^{-1}= & \left(D_{j}^{-1}-D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1}\right)\left(C_{j}^{\prime}+\varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime}\right) \\
& \times\left(M_{j}^{-1}-M_{j}^{-1} \alpha_{j} \Omega_{j} \alpha_{j}^{\prime} M_{j}^{-1}\right),
\end{aligned}
$$

where $\alpha_{j}=\left[\varepsilon_{(j)}, C_{j} D_{j}^{-1} \varepsilon_{(j)}\right]$ and

$$
\Omega_{j}=\left(\begin{array}{cc}
\frac{1}{1-z} I_{2}+v_{j} & \frac{1}{1-z} r_{j} \Delta_{2 j}^{\prime}+u_{j}^{\prime} \\
\frac{1}{1-z} r_{j} \Delta_{2 j}+u_{j} & \frac{z}{1-z} r_{j} I_{2}-s_{j}+w_{j}
\end{array}\right)^{-1}
$$

Opening up brackets, we obtain

$$
\begin{aligned}
D^{-1} C^{\prime} M^{-1}= & D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1}-D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} \\
& +D_{j}^{-1} \varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime} M_{j}^{-1}-D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} \alpha_{j} \Omega_{j} \alpha_{j}^{\prime} M_{j}^{-1} \\
& -D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime} M_{j}^{-1} \\
& +D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} C_{j}^{\prime} M_{j}^{-1} \alpha_{j} \Omega_{j} \alpha_{j}^{\prime} M_{j}^{-1} \\
& -D_{j}^{-1} \varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime} M_{j}^{-1} \alpha_{j} \Omega_{j} \alpha_{j}^{\prime} M_{j}^{-1} \\
& +D_{j}^{-1} \varepsilon_{(j)}\left(r_{j} I_{2}+s_{j}\right)^{-1} \varepsilon_{(j)}^{\prime} D_{j}^{-1} \varepsilon_{(j)} \Delta_{2 j} \varepsilon_{(j)}^{\prime} M_{j}^{-1} \alpha_{j} \Omega_{j} \alpha_{j}^{\prime} M_{j}^{-1} .
\end{aligned}
$$

Multiplying from the left by $\varepsilon_{(j)}^{\prime}$ and from the right by $\varepsilon_{(j)}$, and using the definitions of $u_{j}, v_{j}, s_{j}$, and $w_{j}$, we obtain

$$
\begin{aligned}
\varepsilon_{(j)}^{\prime} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)}= & u_{j}-s_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} u_{j}+s_{j} \Delta_{2 j} v_{j} \\
& -\left[u_{j}, w_{j}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}-s_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} s_{j} \Delta_{2 j} v_{j} \\
& +s_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1}\left[u_{j}, w_{j}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime} \\
& -s_{j} \Delta_{2 j}\left[v_{j}, u_{j}^{\prime}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime} \\
& +s_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} s_{j} \Delta_{2 j}\left[v_{j}, u_{j}^{\prime}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime} .
\end{aligned}
$$

Rearranging terms and simplifying gives us

$$
\begin{align*}
\varepsilon_{(j)}^{\prime} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)}= & r_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} s_{j} \Delta_{2 j}\left(v_{j}-\left[v_{j}, u_{j}^{\prime}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right)  \tag{68}\\
& +r_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1}\left(u_{j}-\left[u_{j}, w_{j}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right)
\end{align*}
$$

### 3.8 Proof of Proposition OW17

Multiplying both sides of (68) by $\Delta_{2 j}^{\prime}$, we obtain

$$
\begin{align*}
\Delta_{2 j}^{\prime} \varepsilon_{(j)}^{\prime} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)}= & \Delta_{2 j}^{\prime} r_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} s_{j} \Delta_{2 j}\left(v_{j}-\left[v_{j}, u_{j}^{\prime}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right) \\
& +\Delta_{2 j}^{\prime} r_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1}\left(u_{j}-\left[u_{j}, w_{j}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right) .(6 \tag{69}
\end{align*}
$$

Note that, for $j=1, \ldots, T / 2-1$,

$$
\Delta_{2, j+1}=\left(\begin{array}{cc}
-\frac{1}{2} & -\frac{\sin j \theta}{2-2 \cos j \theta} \\
\frac{\sin j \theta}{2-2 \cos j \theta} & -\frac{1}{2}
\end{array}\right)=\left(\begin{array}{cc}
-\frac{1}{2} & -\frac{\cos j \theta / 2}{2 \sin j \theta / 2} \\
\frac{\cos j \theta / 2}{2 \sin j \theta / 2} & -\frac{1}{2}
\end{array}\right)
$$

so that

$$
r_{j+1}^{1 / 2} \Delta_{2, j+1}=\left(\begin{array}{cc}
-\sin j \theta / 2 & -\cos j \theta / 2 \\
\cos j \theta / 2 & -\sin j \theta / 2
\end{array}\right)
$$

and thus, $\left\|r_{j+1}^{1 / 2} \Delta_{2, j+1}\right\|$ is bounded uniformly in $j=1, \ldots, T / 2-1$. For $r_{1}^{1 / 2} \Delta_{1}$, we have

$$
r_{1}^{1 / 2} \Delta_{1}=-I_{2}
$$

Hence, $\left\|r_{j}^{1 / 2} \Delta_{2, j}\right\|$ is bounded uniformly in $j=1, \ldots, T / 2$.
Replacing $s_{j}, u_{j}, v_{j}$, and $w_{j}$ in (69) by $\hat{s} I_{2}, \hat{u} I_{2}, \hat{v} I_{2}$, and $\hat{w} I_{2}$, respectively, and noting that

$$
\Delta_{2 j}^{\prime} \Delta_{2 j}=\Delta_{1 j}=r_{j}^{-1} I_{2}
$$

we obtain

$$
\begin{align*}
& \Delta_{2 j}^{\prime} \varepsilon_{(j)}^{\prime} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)} \\
= & \frac{\hat{s}}{r_{j}+\hat{s}}\left(\hat{v} I_{2}-\left[\hat{v} I_{2}, \hat{u} I_{2}\right] \hat{\Omega}_{j}\left[\hat{v} I_{2}, \hat{u} I_{2}\right]^{\prime}\right) \\
& +\frac{r_{j}}{r_{j}+\hat{s}} \Delta_{2 j}^{\prime}\left(\hat{u} I_{2}-\left[\hat{u} I_{2}, \hat{w} I_{2}\right] \hat{\Omega}_{j}\left[\hat{v} I_{2}, \hat{u} I_{2}\right]^{\prime}\right)+o(1), \tag{70}
\end{align*}
$$

where,

$$
\begin{gathered}
\hat{\Omega}_{j}=\frac{1-z}{\delta_{j}}\left(\begin{array}{cc}
\frac{z}{1-z} r_{j} I_{2}-\hat{s} I_{2}+\hat{w} I_{2} & -\frac{1}{1-z} r_{j} \Delta_{2 j}^{\prime}-\hat{u} I_{2} \\
-\frac{1}{1-z} r_{j} \Delta_{2 j}-\hat{u} I_{2} & \frac{1}{1-z} I_{2}+\hat{v} I_{2}
\end{array}\right), \\
\delta_{j}=(\hat{w}-\hat{s})(1+\hat{v}-z \hat{v})+r_{j}(\hat{u}+z \hat{v}-1)-(1-z) \hat{u}^{2}
\end{gathered}
$$

and $o(1) \xrightarrow{\text { a.s. }} 0$, uniformly in $j$. The latter convergence follows from Lemma OW12 and the fact that the right hand side of (69) a.s. remains continuous function of $s_{j}, u_{j}, v_{j}$ and $w_{j}$ with bounded derivatives as $p, T \rightarrow{ }_{c} \infty$. It can be shown using the facts that: (i) $\left\|r_{j}^{1 / 2} \Delta_{2, j}\right\|$ is bounded uniformly in $j=1, \ldots, T / 2$, as show above, (ii) $\left|r_{j}+\hat{s}\right|^{-1}$ remains bounded as $p, T \rightarrow_{c} \infty$, a.s. and uniformly in $j$, as follows from (64), and (iii) $\left\|\hat{\Omega}_{j}\right\|$ remains bounded as $p, T \rightarrow_{c} \infty$, a.s. and uniformly in $j$, as shown in the proof of Proposition OW13.

Consider the first term on the right hand side of (70). Opening brackets and
simplifying, we obtain

$$
\begin{aligned}
& \frac{\hat{s}}{r_{j}+\hat{s}}\left(\hat{v} I_{2}-\left[\hat{v} I_{2}, \hat{u} I_{2}\right] \hat{\Omega}_{j}\left[\hat{v} I_{2}, \hat{u} I_{2}\right]^{\prime}\right) \\
= & \frac{\hat{s}}{\delta_{j}\left(r_{j}+\hat{s}\right)}\left(\hat{v}(\hat{w}-\hat{s}) I_{2}+r_{j} \hat{v}(\hat{u}-1) I_{2}+r_{j} \hat{u} \hat{v} \Delta_{2 j}+r_{j} \hat{v} \hat{u} \Delta_{2 j}^{\prime}-\hat{u}^{2} I_{2}\right) .
\end{aligned}
$$

Using the identity

$$
\Delta_{2 j}+\Delta_{2 j}^{\prime}=-I_{2},
$$

we further simply the above expression to get

$$
\frac{\hat{s}}{r_{j}+\hat{s}}\left(\hat{v} I_{2}-\left[\hat{v} I_{2}, \hat{u} I_{2}\right] \hat{\Omega}_{j}\left[\hat{v} I_{2}, \hat{u} I_{2}\right]^{\prime}\right)=-\frac{\hat{s} \hat{v}}{\delta_{j}} I_{2}+\frac{\hat{s}\left(\hat{v} \hat{w}-\hat{u}^{2}\right)}{\delta_{j}\left(r_{j}+\hat{s}\right)} I_{2} .
$$

Similarly, for the second term on the right hand side of (70), we obtain

$$
\frac{r_{j}}{r_{j}+\hat{s}} \Delta_{2 j}^{\prime}\left(\hat{u} I_{2}-\left[\hat{u} I_{2}, \hat{w} I_{2}\right] \hat{\Omega}_{j}\left[\hat{v} I_{2}, \hat{u} I_{2}\right]^{\prime}\right)=-\frac{r_{j} \hat{u}}{\delta_{j}} \Delta_{2 j}^{\prime}+\frac{r_{j}\left(\hat{v} \hat{w}-\hat{u}^{2}\right)}{\delta_{j}\left(r_{j}+\hat{s}\right)} I_{2} .
$$

Summing up the latter two equations, and taking trace, we get

$$
\operatorname{tr}\left[\Delta_{2 j}^{\prime} \varepsilon^{\prime}{ }_{(j)} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)}\right]=\frac{r_{j} \hat{u}-2 \hat{s} \hat{v}+2 \hat{v} \hat{w}-2 \hat{u}^{2}}{\delta_{j}}+o(1)
$$

Using this equation together with equations (OW53) and (OW54), we obtain

$$
1+z \hat{m}=\frac{1}{p} \sum_{j=1}^{T / 2} \frac{r_{j} \hat{u}-2 \hat{s} \hat{v}+2 \hat{v} \hat{w}-2 \hat{u}^{2}}{\delta_{j}}+o(1)
$$

Recall that $r_{j+1}=2-2 \cos j \theta=4 \sin ^{2}(j \pi / T)$ and $\delta_{j+1}^{-1}=\hat{h}(z, j \pi / T)$. Therefore,

$$
1+z \hat{m}=\frac{1}{p} \sum_{j=1}^{T / 2-1} \hat{h}(z, j \pi / T)\left(4 \sin ^{2}(j \pi / T) \hat{u}-2 \hat{s} \hat{v}+2 \hat{v} \hat{w}-2 \hat{u}^{2}\right)+o(1) .
$$

Since, for $z$ with $\mathfrak{R z}=0$ and $\mathfrak{I} z>\zeta$, the derivative

$$
\frac{\mathrm{d}}{\mathrm{~d} \varphi}\left[\hat{h}(z, \varphi)\left(4 \sin ^{2} \varphi \hat{u}-2 \hat{s} \hat{v}+2 \hat{v} \hat{w}-2 \hat{u}^{2}\right)\right]
$$

a.s. remains bounded as $p, T \rightarrow_{c} \infty$, we obtain

$$
\begin{aligned}
1+z \hat{m} & =\frac{1}{\pi c} \int_{0}^{\pi / 2} \hat{h}(z, \varphi)\left(4 \sin ^{2} \varphi \hat{u}-2 \hat{s} \hat{v}+2 \hat{v} \hat{w}-2 \hat{u}^{2}\right) \mathrm{d} \varphi+o(1) \\
& =\frac{1}{2 \pi c} \int_{0}^{2 \pi} \hat{h}(z, \varphi)\left(2 \sin ^{2} \varphi \hat{u}-\hat{s} \hat{v}+\hat{v} \hat{w}-\hat{u}^{2}\right) \mathrm{d} \varphi+o(1)
\end{aligned}
$$

Finally, using the identity

$$
z \tilde{v}+\hat{s}=\hat{w}
$$

we obtain

$$
1+z \hat{m}=\frac{1}{2 \pi c} \int_{0}^{2 \pi} \hat{h}(z, \varphi)\left(2 \sin ^{2} \varphi \hat{u}+z \tilde{v} \hat{v}-\hat{u}^{2}\right) \mathrm{d} \varphi+o(1)
$$

### 3.9 Proof of Proposition OW18

Consider the identity

$$
\begin{equation*}
\frac{1}{p} \sum_{j=1}^{T / 2} \operatorname{tr}\left[\Delta_{2 j} \varepsilon_{(j)}^{\prime} M^{-1} \varepsilon_{(j)}\right]=\frac{1}{p} \sum_{j=1}^{T / 2} \operatorname{tr}\left[\Delta_{1 j} \varepsilon_{(j)}^{\prime} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)}\right] . \tag{71}
\end{equation*}
$$

Multiplying both sides of (68) by $\Delta_{1 j}$, we obtain

$$
\begin{align*}
\Delta_{1 j} \varepsilon_{(j)}^{\prime} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)}= & \left(r_{j} I_{2}+s_{j}\right)^{-1} s_{j} \Delta_{2 j}\left(v_{j}-\left[v_{j}, u_{j}^{\prime}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right)  \tag{72}\\
& +\left(r_{j} I_{2}+s_{j}\right)^{-1}\left(u_{j}-\left[u_{j}, w_{j}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right)
\end{align*}
$$

Further, equation (OW43) gives us

$$
\begin{equation*}
\Delta_{2 j} \varepsilon_{(j)}^{\prime} M^{-1} \varepsilon_{(j)}=\Delta_{2 j}\left(v_{j}-\left[v_{j}, u_{j}^{\prime}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right) \tag{73}
\end{equation*}
$$

Subtracting (73) from (72), we obtain

$$
\begin{aligned}
& \Delta_{1 j} \varepsilon_{(j)}^{\prime} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)}-\Delta_{2 j} \varepsilon_{(j)}^{\prime} M^{-1} \varepsilon_{(j)} \\
= & \left(\left(r_{j} I_{2}+s_{j}\right)^{-1} s_{j}-I_{2}\right) \Delta_{2 j}\left(v_{j}-\left[v_{j}, u_{j}^{\prime}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right) \\
& +\left(r_{j} I_{2}+s_{j}\right)^{-1}\left(u_{j}-\left[u_{j}, w_{j}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right) \\
= & -r_{j}\left(r_{j} I_{2}+s_{j}\right)^{-1} \Delta_{2 j}\left(v_{j}-\left[v_{j}, u_{j}^{\prime}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right) \\
& +\left(r_{j} I_{2}+s_{j}\right)^{-1}\left(u_{j}-\left[u_{j}, w_{j}\right] \Omega_{j}\left[v_{j}, u_{j}^{\prime}\right]^{\prime}\right) .
\end{aligned}
$$

Proceeding as in the above analysis of (69), we obtain

$$
\begin{aligned}
& \Delta_{1 j} \varepsilon_{(j)}^{\prime} D^{-1} C^{\prime} M^{-1} \varepsilon_{(j)}-\Delta_{2 j} \varepsilon_{(j)}^{\prime} M^{-1} \varepsilon_{(j)} \\
= & -\frac{r_{j}}{\delta_{j}\left(r_{j}+\hat{s}\right)} \Delta_{2 j}\left(-\hat{v} \hat{s} I_{2}+r_{j} \hat{v}(\hat{u}-1) I_{2}+r_{j} \hat{u} \hat{v} \Delta_{2 j}+r_{j} \hat{v} \hat{u} \Delta_{2 j}^{\prime}\right) \\
& -\frac{\hat{u}}{\delta_{j}} I_{2}+o(1) .
\end{aligned}
$$

Taking trace, summing over $j$, dividing by $p$, and using (71), we obtain

$$
\frac{1}{p} \sum_{j=1}^{T / 2} \frac{r_{j} \hat{v}+2 \hat{u}}{\delta_{j}}=o(1)
$$

Replacing the sum by an integral yields

$$
\frac{1}{2 \pi c} \int_{0}^{2 \pi} \hat{h}(z, \varphi)\left(2 \hat{v} \sin ^{2} \varphi+\hat{u}\right) \mathrm{d} \varphi=o(1)
$$

### 3.10 Derivation of Equation (OW71)

Consider

$$
\mathcal{I}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1}{x+2 \sin ^{2} \varphi} \mathrm{~d} \varphi,
$$

where $x \in \mathbb{C} \backslash[-2,0]$. Changing the variable of integration to $z=\exp \{\mathrm{i} \varphi\}$, we obtain

$$
\begin{aligned}
\mathcal{I} & =\frac{1}{2 \pi \mathrm{i}} \oint_{|z|=1} \frac{1}{x-\left(z-z^{-1}\right)^{2} / 2} \frac{\mathrm{~d} z}{z} \\
& =-\frac{1}{2 \pi \mathrm{i}} \oint_{|z|=1} \frac{2 z}{\left(z^{2}-x_{1}\right)\left(z^{2}-x_{2}\right)} \mathrm{d} z,
\end{aligned}
$$

where

$$
x_{1,2}=x+1 \pm \sqrt{x(x+2)} .
$$

Since $x_{1} x_{2}=1$, whereas $\left|x_{1}\right| \neq 1$ and $\left|x_{2}\right| \neq 1$, there are only two poles of the integrand that are situated inside the unit circle. They are either $x_{1}^{1 / 2},-x_{1}^{1 / 2}$, which we shall call case 1 , or $x_{2}^{1 / 2},-x_{2}^{1 / 2}$, which we shall call case 2 . By Cauchy's residue theorem,

$$
\mathcal{I}=\mp \frac{2}{x_{1}-x_{2}},
$$

with "-" corresponding to case 1 and "+" corresponding to case 2 . Whatever the case, we have

$$
\mathcal{I}^{2}=\frac{4}{\left(x_{1}-x_{2}\right)^{2}}=\frac{1}{x(x+2)}
$$
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