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Abstract

We introduce a notion of money-metric social welfare for discrete choice, under unrestricted heterogeneity and income-effects. It is the maximized indirect utility under normalization of the outside option. It also equals the amount of income necessary to achieve a given level of utility, while certain choices are prohibited. We show that the distribution of this quantity is non-parametrically identified as a closed-form functional of average structural demand for the outside option, making it useful for cost-benefit analysis and optimal targeting. An illustration with private tuition subsidies in India shows that the income-path of usage-maximizing subsidies differs significantly from welfare-maximizing ones.
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1 Introduction

Data-driven policy analysis has become central to modern economics, and has produced a large body of research on both program-evaluation cf. Heckman-Vytlacil 2007, Imbens-Wooldridge 2009, and optimal targeting of interventions cf. Manski 2004. Both these literatures have exclusively focused on functionals of outcome distributions as the key object of interest, and bypassed the classic public economics question of measuring program effects on unobservable utilities of individuals. For example, a college financial aid program would typically be evaluated in the econometric tradition via its treatment effect on aggregate enrolment or future earnings, etc., and the treatment choice problem would address the question of how to target a limited amount of subsidy funds to maximize this aggregate cf. Bhattacharya and Dupas 2012, Kitagawa and Tetenov 2018 etc. This approach ignores the question of how much and how differently individuals themselves value the subsidy – determined by their willingness-to-pay for college – and what is the subsidy’s effect on aggregate utility, weighted by the social planner’s distributional preferences. In particular, those subsidy eligibles who would attend college irrespective of the subsidy would contribute nothing to the average treatment effect, but their savings from subsidized tuition would raise their utility without changing their attendance behavior. Secondly, in many practical settings, multiple related outcomes of policy interest are likely to be affected by a single intervention. For example, a price subsidy for mosquito-nets (cf. Dupas 2014) can be evaluated in terms of aggregate take-up of nets, incidence of malaria, school absence of children, lost earnings and so forth. The utility based approach provides a natural way to aggregate these separate effects via how they determine the households’ overall willingness-to-pay for the mosquito-net. Third, price-interventions for redistributions are often politically motivated. Efficiency-costs of such policies to society are therefore important metrics of political assessment.

Indeed, in public economics, cost-benefit analysis of an intervention was traditionally conducted by comparing the expenditure on it with the change it brings about in aggregate indirect utility, cf. Bergson 1938, Samuelson 1947 and Mirrlees 1971. However, when bring-
ing these concepts to data, this literature ignored unobserved heterogeneity and imposed arbitrary functional-form restrictions on the utility functions of ‘representative’ consumers who were assumed to vary solely in terms of observables cf. Deaton 1984 and Ahmad and Stern 1984. Later work such as Feldstein 1999 and Saez 2001 have shown that in labour-supply models with consumption-leisure trade-off by heterogeneous agents, the optimal income-tax rate depends on individual heterogeneity via certain aggregates only, such as the average elasticity of taxable income w.r.t. the marginal tax rate, where the taxable income distribution is endogenously determined with the tax rate. Conceptually speaking, these results are not nonparametric identification results expressing the object of interest (consumer welfare, optimal tax-schedule etc.) in terms of quantities directly estimable from the data without functional-form assumptions about unobservables, cf. Saez 2001 page 219 and Section 5. Manski 2014 derives bounds on optimal income-tax schedule when consumers have heterogeneous Cobb-Douglas preferences.

The present paper proposes a notion of money-metric utility as an alternative goal for the evaluation and targeting of policy-interventions. In the practically important setting of multinomial choice, the distribution of these utilities induced by unobserved heterogeneity can be expressed as closed-form functionals of solely the choice-probability for the outside option. This result, described in Theorem 1 below, assumes no knowledge of functional-form of utilities, nature of income-effects and dimension/distribution of unobserved preference heterogeneity. Conceptually, theorem 1 makes it unnecessary to estimate underlying preferences and their heterogeneity to perform cost-benefit analysis of interventions and infer the optimal way to target policies. Further, the knowledge of indirect utility distribution permits measurement of the efficiency-loss required to ensure a desired average outcome; for instance, in our mosquito-net example above, one can calculate the monetary value of the subsidy-induced market distortion (excess burden) necessary to reach an adoption target of say 80%, thus providing a theoretically justified numerical measure of the equity-efficiency.

1 As such, the paper does not contribute to the methodology of program-evaluation or treatment assignment.
trade-off involved.

An alternative way to evaluate welfare is via the expenditure function based Hicksian measures, viz. the equivalent and compensating variation (EV/CV). These are hypothetical income adjustments necessary to maintain individual utilities. While useful for measuring the distribution of change in individual utility, adding Hicksian measures across consumers to obtain a measure of social welfare change involves judgments that are known to be conceptually problematic. These include (i) an implicit assumption of a constant social marginal utility of income, i.e. that an additional dollar is valued by society identically no matter whether a rich or a poor person gets it, cf. Blackorby and Donaldson 1988, Dreze 1998, Banks et al 1996, (ii) ranking alternative interventions by their associated Hicksian compensations amounts to ranking based on changes, as opposed to levels, of individual satisfaction cf. Slesnick 1998, Chipman and Moore 1990, and (iii) comparing allocations via the aggregate compensation principle, as implied by adding EV/CV across consumers, leads to Scitovszky (1941) reversals, where two distinct allocations can both dominate and be dominated by each other in terms of social welfare. These problems with aggregate compensation criteria have led to widespread use of Bergson-Samuelson aggregate indirect utility for applied welfare analysis in public finance.\(^2\) The ‘logsum’ formula for consumer surplus (cf. Train 2003, Chap 3.5), routinely used for welfare-analysis in empirical IO, is precisely the average indirect utility in the parametric multinomial logit (BLP) model. Interestingly, as shown below, there is a theoretical link in the discrete choice case between changes in aggregate indirect utility and Hicksian compensations for removal of alternatives. Further, based on the aggregate utility, one can define a microfounded measure of ‘welfare inequality’, analogous to the Atkinson index of income-inequality. Unlike CV/EV, however, the aggregate utility requires a normalization for empirical content, as is implicitly assumed in public finance. In the restrictive but popular special case of quasilinear preferences, under which demand is income-invariant,

---

\(^2\) Aggregate indirect utility embodies interpersonal comparisons of preferences which, as noted by Hammond 1990 “... have to be made if there is to be any satisfactory escape from Arrow’s impossibility theorem, with its implication that individualistic social choice has to be dictatorial ... or else that is has to restrict itself to solely recommending Pareto improvements.”
the change in indirect utility approach coincides with the Hicksian/Marshallian ones.

Ahmad and Stern 1984, Mayshar 1990, Hendren and Sprung-Keyser 2020 and Hendren and Finkelstein 2020 investigated social cost-benefit analysis for marginal interventions, using the concept of ‘marginal value of public funds’ (MVPF), defined as the ratio of beneficiaries’ marginal willingness-to-pay for a policy change at the status-quo to its marginal cost for the government. This approach does not cover non-marginal interventions and does not clarify how to account for unobserved preference heterogeneity across individuals targeted by such non-marginal interventions. Obviously, the larger the intervention, the poorer the resulting approximation by marginal cost-benefit analysis (see our application below). It is also not obvious how one would use the status-quo MVPF for optimal targeting of interventions. Garcia and Heckman 2022 propose the net social benefit for ranking different programs based on their opportunity costs. Our proposed measure of money metric social welfare offers a global (as opposed to local or marginal) alternative whose distribution can potentially be identified from demand data without requiring identification/estimation of latent unobservables characterizing individual preferences and heterogeneity. Practical calculation of our measure does, however, require estimation/extrapolation of average demand over the entire support of price and income. This can be difficult in practice due to data limitations, and a semiparametric or parametric specification of demand would be a feasible middle ground; alternatively, one can obtain bounds on welfare measures, dictated by the observed support of price and income in the data at hand. Endogeneity of price and/income, generic to almost all empirical demand analysis exercise, is also an important potential issue here. Significant literatures exist on this problem in both econometrics (cf. Newey 1987, Blundell and Powell 2004, 2009) and empirical IO (cf. Berry and Haile 2021). While endogeneity of price has received more attention (cost-factors being a popular choice of instruments), income endogeneity, say due to joint determination of individual income and preferences, remains challenging in micro-level analysis of demand. As in studies of labour supply, non-labour income or land-holding can potentially serve as possible instruments for income here.
Given that the main contribution of this paper is to propose a micro-founded concept of social welfare under preference heterogeneity, we do not explore the generic empirical issue of endogeneity in demand estimation any further here. Lastly, calculating the share of the outside option, the key ingredient of our welfare calculation, also requires the sample to include those individuals who buy none of the inside alternatives. Thus the typical dataset where our method can be used is a household survey, as opposed to, say, sellers’ records.

The next section outlines the theory, presents our main result and provides related discussions including optimal treatment allocation, Section 3 outlines identification and estimation of our objects of interest, Section 4 presents an empirical illustration and Section 5 concludes.

2 Theory

This section introduces our key theoretical result, and outlines its main implications for social welfare analysis.

2.1 Setup and Main Result

There is a population of heterogeneous individuals, each facing a choice between \( J + 1 \) exclusive, indivisible options. Examples include whether to attend college, whether to adopt a health-product, choice of phone-plan etc. Let \( N \) represent the quantity of numeraire which an individual consumes in addition to the discrete good. If the individual has income \( Y = y \), and faces a price \( P_j = p_j \) for the \( j \)th option, then the budget constraint is \( N + \sum_{j=1}^{J} Q_j p_j = y \), \( \sum_{j=0}^{J} Q_j = 1 \) where \( Q_j \in \{0, 1\} \), \( j = 0, ..., J \) represents the discrete choice, with 0 denoting the outside option (set \( p_0 = 0 \)). Individuals derive satisfaction from both the discrete good as well as the numeraire. Upon buying the \( j \)th option, an individual derives utility from it and from numeraire \( y - p_j \), denoted by \( U_j (y - p_j, \eta) \), where \( \eta \) denotes unobserved (by us) preference heterogeneity of unspecified dimension and distribution. Upon not buying any of the \( J \) alternatives, she enjoys utility from her outside option and the full numeraire \( y \), given
by $U_0 (y, \eta)$. Observable characteristics of consumers and/or the alternatives are suppressed here for notational simplicity. We assume strict non-satiation in the numeraire, i.e. that $U_j (\cdot, \eta)$ and $U_0 (\cdot, \eta)$ are strictly increasing in their first argument for each realization of $\eta$.

On each budget set defined by the price vector $p \equiv (p_1, ..., p_J)$ and consumer income $y$, there is a ‘structural’ probability of choosing option $j$, denoted by $q_j (p, y)$; that is, if each member of the entire population were offered income $y$ and price $p$, then a fraction $q_j (p, y)$ would buy the $j$th alternative, with $q_0 (p, y)$ denoting not buying any of the $J$ alternatives, i.e.

$$q_j (p, y) = \int 1 \left \{ U_j (y - p_j, \eta) > \max_{k \in \{0,1,\ldots,J\}} U_k (y - p_k, \eta) \right \} dF (\eta),$$

where $F (\cdot)$ denotes the marginal distribution of $\eta$. This object is ‘structural’ in the sense that the integration is with respect to the marginal distribution of $\eta$, and not with respect to the conditional distribution of $\eta$, given $p$ and $y$. It is thus analogous to the $Y_0/Y_1$ potential outcomes notion in the program evaluation literature, where the treatment of interest is binary. Note further that the above setup allows for completely general unobserved heterogeneity and income effects. Finally, the indirect utility function is given by

$$W (p, y, \eta) = \max \{ U_0 (y, \eta), U_1 (y - p_1, \eta), ..., U_J (y - p_J, \eta) \}.$$

Note that this function is weakly decreasing in each price and strictly increasing in income. Therefore, a concave functional of $W (p, y, \eta)$ will correspond to assigning larger weights to those with lower utility and income.

**Normalization:** Since a monotone transformation of a utility function represents the same ordinal preferences and leads to the same choice, we need to normalize one of the alternative-specific utility functions in order to give empirical content to the indirect utility function. Since $U_0 (\cdot, \eta)$ is supposed to be strictly increasing (non-satiated) and continuous in the numeraire, it is thus invertible. Then $U_j (y - p_j, \eta) \geq U_0 (y, \eta)$ if and only if
\( U_0^{-1}(U_j(y - p_j, \eta), \eta) \geq y \); also \( U_0^{-1}(U_j(y - p_j, \eta), \eta) \geq U_0^{-1}(U_k(y - p_k, \eta), \eta) \) if and only if \( U_j(y - p_j, \eta) \geq U_k(y - p_k, \eta) \). Therefore, \( U_0(y, \eta) \equiv y \) and \( U_j(y - p_j, \eta) \equiv U_0^{-1}(U_j(y - p_j, \eta), \eta) \) is an equivalent normalization of utilities representing exactly the same individual preferences as \( \{U_j(y - p_j, \eta)\}, j = 1, \ldots, J \) and \( U_0(y, \eta) \). This is analogous to the empirical IO convention that utility from the outside good be normalized to zero. Arbitrary functional-form specification for utilities (e.g. CES/CARA/CRRA) in traditional structural modelling assumes much more, in addition to an implicit normalization. Further, welfare-changes often result from removing/adding inside alternatives, normalizing utility of the outside option which remains unaffected by such changes, therefore seems natural. It also leads to an interpretation of indirect utility as a compensated income (see Sec 2.3 below). So, from now, we will work under this normalization.

**Theorem 1** In the above setup, assume that for each \( \eta \), the function \( U_0(\cdot, \eta) \) is continuous and strictly increasing, and the utility differences \( U_j(y - p_j, \eta) - U_0(y, \eta) \) are continuously distributed for \( j = 1, \ldots, J \), so the relevant ties occur with probability 0. Then the marginal distribution of indirect utility induced by the distribution of \( \eta \) at fixed values of \( p \) and \( y \) is nonparametrically identified from average demand.

**Proof.** Using the normalization \( U_j(y - p_j, \eta) \equiv U_0^{-1}(U_j(y - p_j, \eta), \eta) \) and \( U_0(y, \eta) \equiv y \),

\[
W(p, y, \eta) = \max \{y, U_0^{-1}(U_1(y - p_1, \eta), \eta), \ldots, U_0^{-1}(U_J(y - p_J, \eta), \eta)\}. \quad (2)
\]

We wish to compute the distribution of \( W(p, y, \eta) \) induced by the marginal distribution of \( \eta \), for fixed \( p, y \). Since \( W(p, y, \eta) \geq y \) a.s. by (2), we take \( c > y \), and note that

\[
\Pr \left[ \max \{U_0^{-1}(U_1(y - p_1, \eta), \eta), \ldots, U_0^{-1}(U_J(y - p_J, \eta), \eta)\} \leq c \right] \\
= \Pr \left[ \max \{U_1(y - p_1, \eta), \ldots, U_J(y - p_J, \eta)\} \leq U_0(c, \eta) \right], \text{since } U_0(\cdot, \eta) \text{ cont. and strictly } \uparrow \\
= \Pr \left[ \max \{U_1(c - (c - y + p_1), \eta), \ldots, U_J(c - (c - y + p_J), \eta)\} \leq U_0(c, \eta) \right] \\
= q_0(c - y + p_1, \ldots, c - y + p_J, c).
\]
Therefore, the C.D.F. of $W(p, y, \eta)$ generated by randomness in $\eta$ is given by

$$
\Pr \left[ W(p, y, \eta) \leq c \right] =
\begin{cases} 
0 & \text{if } c < y, \\
q_0 (c - y + p_1, \ldots, c - y + p_J, c) & \text{if } c \geq y.
\end{cases} 
$$

(3)

It is easily verified (see appendix) that $U_0(\cdot, \eta)$ being strictly increasing implies that the C.D.F. is non-decreasing in $c$. \[\blacksquare\]

To interpret (3) intuitively, note that for $c \geq y$, (3) is equivalent to

$$
\Pr \left[ W(p, y, \eta) > c \right] = 1 - q_0 (c - y + p_1, \ldots, c - y + p_J, c).
$$

Indeed, if $c \geq y$, the only $\eta$’s who attain a welfare value larger than $c$ must buy one of $\{1, \ldots, J\}$, since choosing 0 yields $y \leq c$, which explains the functional form $1 - q_0(\cdot)$. The arguments $(c - y + p_1, \ldots, c - y + p_J, c)$ arise from the facts that reaching utility larger than $c$ requires that choosing the maximand $j \in \{1, \ldots, J\}$ and ending up with numeraire $y - p_j$ must yield higher utility than choosing 0 at income $c$ which yields utility $c$.

Lastly, note that by definition, $W(p, y, \eta)$ is measured in units of money, which will be useful both in cost-benefit analysis and in comparison with Hicksian compensation.

**2.2 Social Welfare Calculations**

Theorem 1 gives us a way to calculate ‘aggregate social welfare’ (Bergson 1938, Atkinson 1970). Given price $p$ for individuals with income $y$ and for an individual with unobserved heterogeneity $\eta$, the welfare level is given by $W(p, y, \eta) \equiv (1 - \varepsilon)^{1 - \varepsilon}$, where $0 \leq \varepsilon < 1$ denotes the planner’s inequality aversion parameter. Therefore, the distribution of social welfare at fixed income $y$ across consumers follows from (3). In particular, the average (over unobserved heterogeneity) of social welfare (ASW henceforth) at income $y$ is

$$
W^\varepsilon(p, y) \equiv E_{\eta} \left\{ \frac{W(p, y, \eta)^{1 - \varepsilon}}{1 - \varepsilon} \right\},
$$

(4)
where \( E_{\eta} \) denotes expectation taken with respect to the marginal distribution of \( \eta \). Note that (4) takes the form of an exact counterpart for measuring income inequality using compensated – instead of ordinary – income. For example, one can compute the analogs of the Gini coefficient or the Atkinson index for welfare inequality based on the distribution of \( W(p, y, \eta) \) simply by replacing ordinary income by the compensated income as defined in the LHS of (6) below. In the Appendix, we provide detailed steps for calculation of (4).

**Optimal Targeting Problem:** The optimal subsidy targeting problem maximizes aggregate welfare subject to a budget constraint on subsidy spending. Suppose in our multinomial setup, the planner considers subsidizing alternative 1, whose unsubsidized market price is \( \bar{p} \). Let \( M \) denote the aggregate subsidy budget, expressed in per capita terms, \( F_Y(\cdot) \) the marginal distribution of income in the population, \( \sigma(y) \) the amount of subsidy that a household with income \( y \) will be entitled to, \( \mathcal{T} \) denote the set of politically/practically feasible targeting rules \( \sigma(\cdot) \), and \( C(y, \sigma(y)) \) the cost per capita of offering subsidy \( \sigma(y) \) to individuals whose income is \( y \); for example, in the multinomial case with alternative 1 being subsidized, \( C(y, \sigma(y)) \) equals \( \int \sigma(y) \times q_1(\bar{p} - \sigma(y), p_{-1}, y) \, dF_Y(y) \), where \( p_{-1} \) is the price vector for all the alternatives excluding option 1. Then the optimal subsidy solves

\[
\arg \max_{\sigma(\cdot) \in \mathcal{T}} \int W(\bar{p} - \sigma(y), p_{-1}, y) \, dF_Y(y) \text{ s.t. } \int C(y, \sigma(y)) \, dF_Y(y) = M. \tag{5}
\]

Taxes can be incorporated into the analysis by allowing \( \mathcal{T} \) to contain functions that take on negative values. In particular, a revenue-neutral welfare maximizing rule that taxes the rich, i.e. \( \sigma(\cdot) < 0 \) and subsidizes the poor i.e. \( \sigma(\cdot) > 0 \), will solve (5) with \( M = 0 \).

**Comparison with Income transfer:** Price subsidies, as opposed to a pure income transfer, entails a deadweight loss due to the distortionary effect of the price-intervention on behavior. In the context of problem (5), the aggregate value of this excess-burden can be computed as the difference between \( M \) and the value function of problem (5). Indeed, the worldwide discussion of a universal basic income (cf. Banerjee et al 2019) can be informed by
calculating the deadweight loss of various price-subsidies that the UBI would seek to replace.

**Hicksian Interpretation:** Our measure (2) can be interpreted as the Hicksian CV corresponding to elimination of all inside alternatives. To see this, consider an initial situation where none of the inside alternatives 1, ..., J is available ($p_1 = p_2 = ... = p_J = \infty$, denoted by the price vector $\infty_J$) and an the eventual situation when they become available at price vector $p$. Using the utility functions $U_j (y - p_j, \eta) = U_{0-1} (U_j (y - p_j, \eta), \eta)$ and $U_0 (y, \eta) = y$, the former indirect utility is $y$ since other options are unavailable, and the latter indirect utility is

$$\text{max} \left\{ y, U_{0-1} (U_1 (y - p_1, \eta), \eta), ..., U_{0-1} (U_J (y - p_J, \eta), \eta) \right\}.$$

Then the compensating variation $CV (y, p, \infty_J, \eta)$ for this change solves

$$y + CV (y, p, \infty_J, \eta) = \text{max} \left\{ y, U_{0-1} (U_1 (y - p_1, \eta), \eta), ..., U_{0-1} (U_J (y - p_J, \eta), \eta) \right\} = W (p, y, \eta), \text{ by (2)}. \tag{6}$$

Thus the indirect utility at price $p$ and income $y$ equals the compensated income at $y$ that equates individual utility when none of the alternatives 1, ..., J was available to the utility when they become available at price $p$. It follows from (6) that the difference in individual indirect utility between two prices $p_0$ and $p_1$ equals

$$W (p_1, y, \eta) - W (p_0, y, \eta) = CV (y, p_1, \infty_J, \eta) - CV (y, p_0, \infty_J, \eta). \tag{7}$$

Note however that

$$W (p_1, y, \eta) - W (p_0, y, \eta) \neq -CV (y, p_0, p_1, \eta), \tag{8}$$

(proved in the Appendix); so asking if $p_1$ is worse than $p_0$ on the basis of ASW is not the same as asking if the average CV for a move from $p_0$ to $p_1$ is positive. Thus, comparing
two situations on the basis of aggregate Hicksian compensation is different from comparing them based on the Bergson-Samuelson ASW criterion.

Comparing ASW with CV: Unlike aggregate CV, the ASW criterion does not assume that social marginal utility of income is constant across income, and does not suffer from conceptual ambiguities like Scitovszky reversal of social preferences (cf. Mas-Colell et al 1995 page 830-31), as illustrated in Figure 1.

Figure 1 shows two allocations $Q_1$ and $Q_2$ with the utility possibility frontiers $A_1Q_1DB_1$ and $A_2FQ_2B_2$ through them intersecting. Each frontier represents the utility combinations attainable via redistribution between individuals A and B, starting from any point on it. Then the allocation $D$ Pareto dominates $Q_2$ and can be attained from $Q_1$ via redistribution. Therefore $Q_1$ is superior to $Q_2$ via the aggregate compensation principle. At the same time, the allocation $F$ which can be attained via redistribution from $Q_2$ is Pareto superior to $Q_1$, implying that $Q_1$ is inferior to $Q_2$ via the compensation principle; so aggregate CV is again negative, thus leading to an ambiguity. These conceptual shortcomings of the Hicksian approach have led to widespread use of the Bergson-Samuelson ASW criterion in public finance applied research. In empirical IO, the widely used log-sum measure of consumer-welfare is precisely the ASW in the multinomial logit model, cf. Train 2003, Sec 3.5.

Quasilinear Utilities: If $U_j(y - p_j, \eta) = h_j(\eta) + y - p_j$ and $U_0(y, \eta) = h_0(\eta) + y$ for every $\eta$, i.e. utility is quasilinear in the numeraire for each individual, then it can be shown (see appendix for derivation) that

$$W(\mathbf{p}^1, y, \eta) - W(\mathbf{p}^0, y, \eta) = -CV(y, \mathbf{p}^0, \mathbf{p}^1, \eta), \quad (9)$$

and $W(\mathbf{p}, y, \eta)$ equals

$$\{y + \max \{0, h_1(\eta) - p_1 - h_0(\eta), ..., h_J(\eta) - p_J - h_0(\eta)\}\}, \quad (10)$$

so that the average marginal utility of income $\frac{\partial}{\partial y} \int W(\mathbf{p}, y, \eta) dF(\eta)$ equals 1, which does
not depend on \( y \). In this case, a social planner maximizing average social utility would be indifferent between giving a dollar to a rich versus a poor individual.

### 2.3 Special Case: Binary Choice

It is useful to illustrate our results through the important special case of binary choice, which is also the setting of our application. In this setting, with \( J = 1 \) and a subsidy on option 1 reducing its price from \( \bar{p} \) to \( \bar{p} - \sigma \), the subsidy-induced change in average social welfare at income \( y \) for a generic \( \varepsilon \geq 0 \) is given by

\[
\Delta (\bar{p}, \sigma, y; \varepsilon) \equiv \int_{0}^{\infty} (z + y)^{-\varepsilon} \times [q_1 (\bar{p} - \sigma + z, y + z) - q_1 (\bar{p} + z, y + z)] dz; \quad (11)
\]

under \( \varepsilon = 0 \), we have that

\[
\Delta (\bar{p}, \sigma, y; 0) \equiv \int_{0}^{\infty} [q_1 (\bar{p} - \sigma + z, y + z) - q_1 (\bar{p} + z, y + z)] dz; \quad (12)
\]

the average CV at income \( y \) (cf. Bhattacharya 2015, eqn. 10) equals

\[
S (\bar{p}, \sigma, y) \equiv \int_{\bar{p} - \sigma}^{\bar{p}} q_1 (p, y + p - \bar{p} + \sigma) dp \quad \text{supt} = p - \bar{p} + \sigma \int_{0}^{\sigma} q_1 (\bar{p} - \sigma + z, y + z) dz. \quad (13)
\]

Furthermore,

\[
\int_{0}^{\infty} q_1 (\bar{p} + z, y + z) dz \quad \text{supt} = z + \sigma \int_{\sigma}^{\infty} q_1 (\bar{p} + t - \sigma, y + t - \sigma) dt \quad (14)
\]

and therefore, from (12), (13) and (14) we have that

\[
\Delta (\bar{p}, \sigma, y; 0) - S (\bar{p}, \sigma, y) = \int_{\sigma}^{\infty} [q_1 (\bar{p} - \sigma + z, y + z) - q_1 (\bar{p} - \sigma + z, y - \sigma + z)] dz. \quad (15)
\]

Now, the integrand in (15) is strictly positive (negative) for all \( z \) if option 1 is normal (resp. inferior). Therefore, the only way \( \Delta (\bar{p}, \sigma, y; 0) = S (\bar{p}, \sigma, y) \) is that \( q_1 (p, y) \) does not depend
on $y$, which implies utilities are quasilinear, and therefore by (10), the social marginal utility of income equals 1.

The **average treatment effect**, the quantity most commonly used in program evaluation and the treatment choice literature, equals

$$T(\bar{p}, \sigma, y) \equiv q_1(\bar{p} - \sigma, y) - q_1(\bar{p}, y),$$

(16)

which is simply the integrand of (12) evaluated at the lower limit of the integral. Since this is measured as *quantity* of demand, a direct comparison with average or marginal subsidy cost is not possible. In contrast, the quantities $\Delta(\cdot, \cdot, \cdot)$ or $S(\cdot, \cdot, \cdot)$ provide theoretically justified monetary values of the choice, based on the choice-makers’ own preference.

**Deadweight Loss (DWL):** The average cost of the subsidy equals $\sigma \times q_1(\bar{p} - \sigma, y)$ in every case. Therefore, the DWL of the subsidy under $\varepsilon = 0$ is given by

$$\sigma \times q_1(\bar{p} - \sigma, y) - \Delta(\bar{p}, \sigma, y; 0) = \int_{\bar{p} - \sigma}^{\bar{p}} [q_1(\bar{p} - \sigma, y) - q_1(t, y + t - \bar{p} + \sigma)] \, dt$$

$$+ \int_{\bar{p}}^{\infty} [q_1(t, y + t - \bar{p}) - q_1(t, y + t - \bar{p} + \sigma)] \, dt. \quad (17)$$

Note that the first term in (17) is positive because

$$q_1(t, y + t - \bar{p} + \sigma) - q_1(\bar{p} - \sigma, y) = \Pr [U_1(y - \bar{p} + \sigma, \eta) \geq U_0(y + t - \bar{p} + \sigma, \eta)]$$

$$- \Pr [U_1(y - \bar{p} + \sigma, \eta) \geq U_0(y, \eta)] \leq 0, \text{ for } t \geq \bar{p} - \sigma$$

(18)

since $U_0(\cdot, \eta)$ is strictly increasing. The second term will be negative if the good is normal, and the DWL may be *negative* if the income effect is strongly positive. This is in contrast to the deadweight loss based on the CV which must necessarily be non-negative.
2.4 Treatment targeting

For binary choice, the constrained, optimal subsidy allocation problem takes the form

$$\max_{\sigma(\cdot) \in T} \int B(\bar{p}, \sigma(y), y) \ dF_Y(y) \ \text{s.t.} \ \int \sigma(y) \times q_1(\bar{p} - \sigma(y), y) \ dF_Y(y) \leq M, \quad (19)$$

where $M$ denotes the planner’s budget constraint, $T$ denotes the set of politically/practically feasible targeting rules, $F_Y(\cdot)$ is the marginal distribution of income in the population, and $B(\cdot, \cdot, \cdot)$ is one of $\Delta(\cdot, \cdot, \cdot)$, $S(\cdot, \cdot, \cdot)$ or $T(\cdot, \cdot, \cdot)$, defined in (12)-(16).

**Parameter Uncertainty:** Note that (19) seeks to maximize welfare of the individuals we observe. If instead, we treat our data as a random sample from a population, and wish to maximize welfare for that population, then we would need to take parameter uncertainty into account. This can be done by defining a loss function

$$L(\sigma(\cdot), \theta, c) = -\int B(\bar{p}, \sigma(y), y, \theta) \ dF(y, \theta_1)$$

$$+ c \left[ M - \int \sigma(y) \times q_1(\bar{p} - \sigma(y), y, \theta_2) \ dF(y, \theta_1) \right]^2, \quad (20)$$

where $c$ denotes the penalty incurred by the planner from violating the budget constraint, and $\theta_1$, $\theta_2$ denote the parameters determining the marginal distribution of income and the demand function e.g. logit coefficients, respectively.\(^3\) Then define the optimal choice of $\sigma(\cdot)$ under a Bayesian criterion by solving

$$\min_{\sigma(\cdot)} \int L(\sigma(\cdot), \theta, c) \ dP_{\text{post}}(\theta|data) \quad (21)$$

where $P_{\text{post}}(\theta|data)$ refers to the posterior distribution of $\theta$ given the data. For computational simplicity, one can use the bootstrap distribution of $\theta$ to approximate the posterior corresponding to a flat prior (cf. Hastie et al 2009).

\(^3\)Underspending can lead to reduction of budget in a following cycle. Also, one can treat over and under spending asymmetrically (cf. Tetenov 2012), which we avoid here for simplicity.
3 Identification and Estimation

Theorem 1 expresses the distribution of indirect utility in terms of the structural choice probability defined in (1). Learning the entire distribution of \( W(p, y, \eta) \) at fixed \( p, y \) would require one to estimate \( q_0(c - y + p_1, ..c - y + p_J, c) \) for all values of \( c \geq y \), or equivalently \( q_0(z + p_1, ..z + p_J, z + y) \) for simultaneous, identical increment \( z \in (0, \infty) \) to each price and income. In any finite dataset, of course there will be limited variation of prices and income. So one can use a flexible parametric model such as random coefficients to estimate \( q_0(c - y + p_1, ..c - y + p_J, c) \) as is popular in empirical IO; shape restrictions on the choice probability functions (cf. Bhattacharya, 2021) can be imposed by restricting the support of the random coefficients. Any such parametric approximation would obviously impose additional restrictions on preference that are not required for Theorem 1 to hold. \(^4\) Alternatively, one can remain nonparametric and work with bounds. In particular, \( U_j(\cdot, \eta) \) being strictly increasing for each \( j \) and

\[
q_0(c - y + p_1, ..c - y + p_J, c) = \Pr[U_0(c, \eta) \geq \max\{U_1(y - p_1, \eta) ... U_J(y - p_J, \eta)\}]
\]

yields nonparametric bounds on \( q_0(c - y + p_1, ..c - y + p_J, c) \). Specifically, let \( S = \{r, z\} \) with \( r = (r_1, ..., r_J) \) be the set of price-income combinations observed in sample. Then lower and upper bounds on \( q_0(c - y + p_1, ..c - y + p_J, c) \) are given by

\[
LB(c; p, y) = \max\{q_0(r, z) : (r, z) \in S, \ z - r_j \geq y - p_j, \ z \leq c\} \\
UB(c; p, y) = \min\{q_0(r, z) : (r, z) \in S, \ z - r_j \leq y - p_j, \ z \geq c\}.
\]

These bounds are sharp because the only empirical implication of choice probabilities being generated by utility maximization are a set of shape restrictions on them, as shown in

\(^4\)In particular, in a binary setting, a probit functional form with constant coefficients implicitly assumes additive scalar unobserved preference heterogeneity which implies rank invariance across consumers (cf. Bhattacharya 2021, page 463).
Bhattacharya 2021. It is precisely these shape restrictions that are being used to generate the bounds above.

Finally, if price and/or income are endogenous to individual preference, i.e. independence between utilities and budget set does not hold, then consistent estimation of $q_0$ would require the use of control function-type methods cf. Newey 1987, Blundell-Powell 2004.

4 Empirical Illustration: Private Tuition in India

Remedial tuition for children outside schools is ubiquitous in South Asia. This is provided on a for-profit basis either by external individuals or by school-teachers themselves in their private capacity, with no oversight or involvement of the schools. This creates perverse incentives for teachers to reduce their efforts inside the school classroom, cf. Jayachandran 2014. Thus children of richer households, who can afford the additional tuition-fees, benefit from the educational support outside school, whereas those from poorer households suffer the adverse consequences of lower-quality classroom-teaching. One possible way to address this problem is to tax private tuition for richer households and use the tax proceedings to subsidize poorer children. We investigate, empirically, the impact of this hypothetical policy intervention on social welfare, using the methods developed above.

We use micro-data from India’s National Sample Survey 71st round, conducted in January-June 2014. The key variables and summary statistics are reported in Table 1. Our sample size is 51092. There are two important data issues here. Firstly, if a household does not purchase private, out-of-school tuition, we do not observe their potential spending had they bought it. This is a well-known empirical issue in discrete choice applications; we address it by using the average price of those opting for private tuition in the village/block of the reference household to impute that price. An intuitive justification is that households are likely to base their decision on information they gather from acquaintances, and tuition-rates are unlikely to vary much within a neighborhood. A second issue, given that the data are non-
Table 1: Application data summaries and welfare calculations.

Summary statistics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>St. dev.</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>choice</td>
<td>0.4067</td>
<td>0.4912</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>price</td>
<td>3291.6</td>
<td>3689</td>
<td>2000</td>
<td>0</td>
<td>20000</td>
</tr>
<tr>
<td>monthly income (per household member)</td>
<td>9579.5</td>
<td>6379.2</td>
<td>8000</td>
<td>100</td>
<td>86700</td>
</tr>
<tr>
<td>household size</td>
<td>5.8799</td>
<td>2.4896</td>
<td>5</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>age of child</td>
<td>12.2658</td>
<td>3.5747</td>
<td>12</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>male</td>
<td>0.5395</td>
<td>0.4984</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Welfare estimates.

<table>
<thead>
<tr>
<th>Welfare quantity</th>
<th>At median income</th>
<th>Averaged over income</th>
</tr>
</thead>
<tbody>
<tr>
<td>average compensating variation</td>
<td>1499.5</td>
<td>1501.8</td>
</tr>
<tr>
<td></td>
<td>(30.056)</td>
<td>(31.531)</td>
</tr>
<tr>
<td>average treatment effect</td>
<td>0.0561</td>
<td>0.0561</td>
</tr>
<tr>
<td></td>
<td>(0.0134)</td>
<td>(0.0135)</td>
</tr>
<tr>
<td>change in average social welfare, $\varepsilon = 0$</td>
<td>1523.4</td>
<td>1520.9</td>
</tr>
<tr>
<td></td>
<td>(281.822)</td>
<td>(279.252)</td>
</tr>
<tr>
<td>change in average social welfare, $\varepsilon = 0.5$</td>
<td>10.51</td>
<td>10.43</td>
</tr>
<tr>
<td></td>
<td>(1.681)</td>
<td>(1.672)</td>
</tr>
<tr>
<td>change in average social welfare, $\varepsilon = 1$</td>
<td>0.0775</td>
<td>0.0787</td>
</tr>
<tr>
<td></td>
<td>(0.0132)</td>
<td>(0.0136)</td>
</tr>
</tbody>
</table>

Welfare quantities in (12)-(16) calculated at $\bar{p} = 4200$ (75th percentile of the price distribution), $\bar{p} - \sigma = 900$ (25th percentile). Covariate values are at their median values. Bootstrap standard errors in parentheses are based on 400 replications.
experimental, is that prices are likely to be correlated with unobserved tuition-quality. We address this using ‘Hausman-instruments’ which are average price in other villages/blocks in the same strata (sampling areas larger than blocks but smaller than districts). Hausman instruments would potentially work by extracting the variation in local tuition-prices that is correlated with variation in private tuition rates in neighboring areas, caused by cost-of-living factors there. This variation is unlikely to be correlated with quality of local tuition. The first-stage F-statistic for the instruments has a p-value of $10^{-5.5}$.

We model demand for private tuition as

$$q_1(p, y) = \Phi \left( \beta_p p + \sum_{m=1}^{M} \beta_{y,m} R_{m,M+q}(y; q) + x' \beta \right),$$

where $p$ denotes price, $R_{m,M+q}(y; q)$ are base B-splines of degree $q$ in monthly income $y$ and the covariate vector $x$ representing household size, the child’s age and sex. We use Newey’s (1987) two-step estimation approach that assumes joint normality of $u$ in the model for the latent variable

$$q_1^* = \beta_p p + \sum_{m=1}^{M} \beta_{y,m} R_{m,M+q}(y; q) + x' \beta + u$$

and the error in the reduced-form equation for price. To impose shape constraints, in the second step, we require

$$\beta_p \leq 0, \quad \beta_p + \sum_{m=2}^{M} \frac{\beta_{y,m} - \beta_{y,m-1}}{z_{m+q} - z_m} R_{m-1,M+q-1}(y; q - 1) \leq 0$$

with the second inequality imposed on a finite grid of income values. In the second inequality, $z_m$ denote knots on the support of income used in the construction of B-splines. The first (second) inequality guarantees that $q_1(p, y)$ is decreasing in price (in the direction $(1, 1)$, i.e. $\frac{\partial}{\partial p} q_1(p, y) + \frac{\partial}{\partial y} q_1(p, y) \leq 0$ (cf. Bhattacharya 2021)).

\footnote{As stated in the Introduction, individual income can potentially be endogenous to preferences. In this case, one would also need an instrument for income. Non-labour income or land-holding, which likely affects decisions via the aggregate income, can be potential instruments. Given that our application is primarily for illustration, we do not attempt to implement these steps here.}
The left of Figure 2 plots demand as a function of price for fixed income, and as a function of income for fixed price for a household with a representative set of characteristics. The inverted U-shape of the income graph agrees with widespread anecdotal evidence that academic success is primarily a middle-class aspiration in India, cf. Varma 2007.

The middle of Figure 2 shows the ACV and change in ASW, net of average cost, at median income and price over a range of subsides. We approximated the change in ASW at a given income value $y$ by calculating integrals in the definition of CASW from 0 to $y_{\text{max}} - y$, where $y_{\text{max}}$ denotes the largest observed income. This approximation is quite accurate as the values of integrands around $y_{\text{max}} - y$ are decreasing, taking values less than 0.0003. A negative subsidy is a tax, and the corresponding net-benefit equals the tax-revenue less utility-loss. We consider taxes up to 20% of median price and subsidy up to $\text{Med}(p) - \min(p)$. In the same figure, we plot the net-benefit approximation by the MVPF, i.e.

$$\sigma \left( \frac{\partial}{\partial \sigma} \Delta (\bar{p}, \sigma, y; 0) - \frac{\partial}{\partial \sigma} \{\sigma \times q_1 (\bar{p} - \sigma, y)\} \right) \bigg|_{\sigma = 0} = -\sigma \left( \int_0^{\infty} \frac{\partial q_1 (\bar{p} + z, y + z)}{\partial p} dz + q_1 (\bar{p}, y) \right).$$

This curve is a straight line through the origin, showing the declining accuracy of first-order approximation as $\sigma$ rises.

The rightmost panel of Figure 2 shows the difference between ACV and change in ASW, when income-effects are/aren’t allowed. Note that

$$\Delta (\bar{p}, \sigma, y; 0) - S (\bar{p}, \sigma, y) = \int_0^{\infty} [\bar{q}_1 (\bar{p} - \sigma + z, y + z) - \bar{q}_1 (\bar{p} - \sigma + z, y - \sigma + z)] dz.$$

This shows that the average social welfare for $\varepsilon = 0$ would exceed the average compensating variation if the good is normal, and this difference is larger when the larger is the income effect, i.e. for fixed price, average demand changes more rapidly with income.

In the given application the income-effect is strong; consequently, the ACV and change in ASW curves differ substantially. Secondly, while deadweight loss for ACV is necessarily positive, that for the ASW is actually negative (benefit exceeds cost) over a range of income,
which empirically illustrates our discussion around eqn. (18) above.

Table 1 reports changes in ASW for $\epsilon = 0, 0.5, 1$, ACV and ATE calculated at $\bar{p}$ equal to the 75th percentile of the price distribution, $\bar{p} - \sigma$ equal to the 25th, covariates set equal to their median values, and $y$ set equal to median income $Med(y)$. We also include bootstrap standard errors.

A natural treatment-assignment problem in this case is to optimally subsidize the poor by taxing the rich in a budget-neutral way. The formal problem, analogous to (19) is

$$\max_{\sigma(y) \in \mathcal{T}} \int B(\bar{p}, \sigma(y), y) \, dF_Y(y) \quad \text{s.t.} \quad \int \sigma(y) \times q_1(\bar{p} - \sigma(y), y) \, dF_Y(y) = 0. \quad (22)$$

Our computational approach is to specify the optimal allocation function $\sigma(y)$ as a univariate B-spline in income (one would first choose the system of knots and the degree of the spline) and then solve the optimization problem in (22) with respect to the coefficients of the B-spline. Due to the partition of unity constraint on the base of B-splines, the restriction on all the coefficients of B-spline not exceeding a given $\bar{p}$ will ensure this restriction on the whole $\sigma(y)$. In an analogous way, suitable linear inequality restrictions on the spline coefficients will limit the degree of taxation shall $\sigma(y)$ happen to be negative. In a nutshell, $\mathcal{T}$ is the space of spline functions which can take both positive and negative values with coefficients satisfying certain linear inequality constraints.

The optimal allocation where $B(\cdot, \cdot, \cdot)$ corresponds to average treatment-effect, change in ASW with $\epsilon = 0$ and average CV are shown in Figure 3.\textsuperscript{6}

Three features stand out. First, the allocation maximizing the ACV differs from the one that maximizes the CASW at $\epsilon = 0$; this results from the large income-effect. Second, all three curves are downward sloping, because price-sensitivity of demand declines monotonically with income and the overall price-effect is much stronger than the income effect (see appendix Section 6.2.2 for details). Third, the ATE-maximizing allocation leads to the minimum disparity in subsidy/tax rates across the rich and poor, whereas maximizing the

\textsuperscript{6}The results are fairly robust to variation in knot numbers in the definition of splines in $\mathcal{T}$.}
CASW leads to the highest disparity where the poor receive the highest subsidy and the rich face the highest tax. The optimal ACV curve lies in between.

The right panel in Figure 3 shows CASW when we use the ATE maximizing allocations compared to the CASW at the CASW-optimal allocations. Evidently, using the ATE-optimal allocation leads to much smaller redistribution of welfare from the rich to the poor, relative to the CASW-optimal allocation. Most of this operates at the intensive margin since the two graphs cross zero close to each other. That is, almost the same set of individuals sees an increase and decrease in their welfare in the two optimal allocations, but the extent of welfare-gain is much higher for the poor when using the CASW-optimal allocations. The figure looks somewhat similar to the optimal subsidy graph because the price-effect on demand – and, hence, aggregate welfare – is much stronger than the income-effect. At high incomes, demand becomes less price-sensitive, which explains why the similarity declines there.

For the alternative version that incorporates sampling uncertainty, the loss-function analogous to (20) is

$$L(\sigma(\cdot), \theta, c) = - \int B(\bar{p}, \sigma(y), y, \theta_1) dF(y, \theta_2) + c \left[ \int \sigma(y) \times q_1(\bar{p} - \sigma(y), y, \theta_1) dF(y, \theta_2) \right]^2,$$

The optimal subsidy would solve (21) with this loss function (results not reported for brevity).\footnote{For details on the implementation we refer the reader to the Appendix.}

5 Conclusion

We propose a notion of aggregate social welfare as an alternative to using outcomes in traditional econometric program-evaluation and statistical treatment-assignment problems. Our main result pertains to the practically important setting of multinomial choice. The key
insight is that the marginal distribution of suitably normalized individual indirect utility can be expressed as a closed-form functional of choice probabilities without functional-form assumptions on unobserved preference heterogeneity and income-effects. This leads to expressions for average weighted social welfare with weights reflecting planners’ distributional preferences and the optimal targeting of interventions that maximize aggregate utility under fixed budget. We discuss practical issues of identification and estimation, connections with and advantages relative to aggregate Hicksian welfare-measures, and potential extension to ordered and continuous choice. We illustrate our results using the example of private tuition demand in India where optimal, income-contingent targeting of subsidies/taxes leads to very different paths depending on whether average uptake or average social welfare is being maximized. The main source of this difference is how price-elasticity of demand varies with income.
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6. Technical Appendix

Proof that CDF in Theorem 1 is non-decreasing: Note that for \(c' > c \geq y\),

\[
\Pr \left[W (p, y, \eta) \leq c' \right] = q_0 (c' - y + p_1, \ldots, c' - y + p_J, c')
\]

\[
= \Pr \left[\max \left\{ U_1 (c' - (c' - y + p_1), \eta), \ldots, U_J (c' - (c' - y + p_J), \eta) \right\} \leq U_0 (c', \eta) \right]
\]

\[
= \Pr \left[\max \left\{ U_1 (y - p_1, \eta), \ldots, U_J (y - p_J, \eta) \right\} \leq U_0 (c', \eta) \right]
\]

\[
\geq \Pr \left[\max \left\{ U_1 (y - p_1, \eta), \ldots, U_J (y - p_J, \eta) \right\} \leq U_0 (c, \eta) \right], \text{since } c' > c \text{ and } U_0 (\cdot, \eta) \nearrow
\]

\[
= \Pr \left[\max \left\{ U_1 (c - (c - y + p_1), \eta), \ldots, U_J (c - (c - y + p_J), \eta) \right\} \leq U_0 (c, \eta) \right]
\]

\[
= q_0 (c - y + p_1, \ldots, c - y + p_J, c) = \Pr \left[W (p, y, \eta) \leq c \right].
\]

For \(y > c' > c\), we have \(\Pr \left[W (p, y, \eta) \leq c \right] = 0 = \Pr \left[W (p, y, \eta) \leq c' \right]\), and finally, for \(c' \geq y > c\), we have

\[
\Pr \left[W (p, y, \eta) \leq c \right] = 0 \leq q_0 (c' - y + p_1, \ldots, c' - y + p_J, c') = \Pr \left[W (p, y, \eta) \leq c' \right].
\]

Calculation of (4): The calculation of \(W^\varepsilon (p, y)\), defined in (4) is facilitated by the observations that \(W (p, y, \eta)\) has a point mass at \(q_0 (p_1, p_2, \ldots, p_J, y)\) at \(y\) and a continuous distribution on \((y, \infty)\). As for the continuous part, note that for any continuously distributed random variable \(X\) with smooth CDF \(F_X (\cdot)\) and density \(f_X (\cdot)\), we have that

\[
\int_{b}^{\infty} x^\alpha f_X (x) \, dx = b^\alpha (1 - F_X (b)) + \alpha \int_{b}^{\infty} x^{\alpha-1} (1 - F_X (x)) \, dx
\]

(24)

using integration by parts. Therefore, from (3), (4) and (24), \(W^\varepsilon (p, y)\) equals
\[
\frac{y^{1-\varepsilon}}{1-\varepsilon} \times q_0 (p_1, p_2, ..., p_J, y) + \int_y^\infty \frac{c^{1-\varepsilon}}{1-\varepsilon} dF_{W(p,y)} (c) \, dc \\
\overset{(24)}{=} \frac{y^{1-\varepsilon}}{1-\varepsilon} \times q_0 (p_1, p_2, ..., p_J, y) + \frac{y^{1-\varepsilon}}{1-\varepsilon} [1 - F_{W(p,y)} (y)] \\
+ \int_y^\infty c^{-\varepsilon} \times [1 - F_{W(p,y)} (c)] \, dc \\
= \frac{y^{1-\varepsilon}}{1-\varepsilon} \times q_0 (p_1, p_2, ..., p_J, y) + \frac{y^{1-\varepsilon}}{1-\varepsilon} \left[ 1 - q_0 (p_1, p_2, ..., p_J, y) \right] \\
+ \int_y^\infty c^{-\varepsilon} \times [1 - q_0 (c - y + p_1, c - y + p_2, ..., c - y + p_J, c)] \, dc^8 \\
= \frac{y^{1-\varepsilon}}{1-\varepsilon} + \int_0^\infty (z + y)^{-\varepsilon} \times [1 - q_0 (z + p_1, z + p_2, ..., z + p_J, z + y)] \, dz.
\]

(25)

For \(\varepsilon = 0\), i.e. utilitarian planner preferences, (25) reduces to the line integral

\[
y + \int_0^\infty \{1 - q_0 (z + p_1, z + p_2, ..., z + p_J, z + y)\} \, dz
\]

(26)

**Proof of Assertion (8):** Note that the move from \(p^0\) to \(\infty_j\) can be decomposed into that from \(p^0\) to \(p^1\) and then from \(p^1\) to \(\infty_j\), i.e.

\[
CV \left( y, p^0, \infty_j, \eta \right) = CV \left( y, p^0, p^1, \eta \right) + CV \left( y + CV \left( y, p^0, p^1, \eta \right), p^1, \infty_j, \eta \right) \\
\neq CV \left( y, p^0, p^1, \eta \right) + CV \left( y, p^1, \infty_j, \eta \right),
\]

because \(y + CV \left( y, p^0, p^1, \eta \right) \neq y\), and therefore (8) holds.

**Quasilinear Utilities:** If \(U_j (y - p_j, \eta) = h_j (\eta) + y - p_j\), and \(U_0 (y, \eta) = h_0 (\eta) + y\), i.e. utility is quasilinear in the numeraire, then our normalization becomes \(U_0 (y, \eta) = y\) and

\footnote{For standard parametric CDFs like probit or logit, the integral is bounded for \(0 \leq \varepsilon \leq 1\).}
\[ U_j (y - p_j, \eta) = y + h_j (\eta) - h_0 (\eta) - p_j. \] Then

\[ W(\infty, y, \eta) = U_0 (y, \eta) = y, \quad (27) \]

\[ W(\mathbf{p}, y, \eta) = y + \max \{0, h_1 (\eta) - p_1 - h_0 (\eta), \ldots, h_J (\eta) - p_J - h_0 (\eta)\}. \quad (28) \]

Therefore,

\[ y + \max \{0, h_1 (\eta) - p_{10} - h_0 (\eta), \ldots, h_J (\eta) - p_{J0} - h_0 (\eta)\} \]

\[ = W(\mathbf{p}^0, y, \eta) = W(\mathbf{p}^1, y + CV (y, \mathbf{p}^0, \mathbf{p}^1, \eta), \eta) \]

\[ = y + CV (y, \mathbf{p}^0, \mathbf{p}^1, \eta) + \max \{0, h_1 (\eta) - p_{11} - h_0 (\eta), \ldots, h_J (\eta) - p_{J1} - h_0 (\eta)\}. \]

Consequently,

\[ CV (y, \mathbf{p}^0, \mathbf{p}^1, \eta) = y + \max \{0, h_1 (\eta) - p_{10} - h_0 (\eta), \ldots, h_J (\eta) - p_{J0} - h_0 (\eta)\} \]

\[ - (y + \max \{0, h_1 (\eta) - p_{11} - h_0 (\eta), \ldots, h_J (\eta) - p_{J1} - h_0 (\eta)\}) \]

\[ = W(\mathbf{p}^0, y, \eta) - W(\mathbf{p}^1, y, \eta). \]

Thus, we have that under quasi-linear preferences, \( W(\mathbf{p}^1, y, \eta) - W(\mathbf{p}^0, y, \eta) = -CV (y, \mathbf{p}^0, \mathbf{p}^1, \eta). \)

Indeed, if utilities are quasilinear, then it follows that the social marginal utility of income

\[ \frac{\partial \int W(\mathbf{p}, y, \eta) dF(\eta)}{\partial y} \]

equals

\[ \frac{\partial}{\partial y} \int \{y + \max \{0, h_1 (\eta) - p_1 - h_0 (\eta), \ldots, h_J (\eta) - p_J - h_0 (\eta)\} \} dF(\eta) = 1, \quad (29) \]

which does not depend on \( y. \)

### 6.1 Some details of demand estimation

Denote the support of \( y \) as \([y_{\min}, y_{\max}].\) Suppose we use B-splines of degree \( q \) with \( M + 1 \) equally spaced knots on \([y_{\min}, y_{\max}]\) (including the end points). Each of the end points in the
systems of knots enters with the multiplicity \( q \). Then we have \( M + q \) base B-splines which we denote as \( R_{m,M+q}(\cdot; q) \), \( m = 1, \ldots, M + q \). The definition of base B-splines through a recursive formula can be found, e.g., in de Boor 1978.

To incorporate covariates \( x \) in the demand estimation, we collect all the covariates \( x \) into an index \( x' \beta \) and specify the demand function as \( P(q = 1 \mid p, y, x) = \Phi(+x' \beta) \), where \( \Phi \) is the C.D.F. of the standard normal distribution. This specification automatically imposes normalization constraints on probability (that is, the probability varying between 0 and 1). Moreover, a monotonicity of this function in a direction of \((p, y)\) is equivalent to the respective monotonicity of \( \beta_y p + \sum_{m=1}^{M} \beta_{y,m} R_{m,M+q}(y; q) + x' \beta \).

Using the well known formulas for the derivatives of B-splines (de Boor 1978), we obtain the following formulas for the derivative of \( \sum_{m=1}^{M} \beta_{y,m} R_{m,M+q}(y; q) \):

\[
\frac{d}{dy} \sum_{m=1}^{M} \beta_{y,m} R_{m,M+q}(y; q) = \sum_{m=2}^{M} \frac{\beta_{y,m} - \beta_{y,m-1}}{z_{m+q} - z_{m}} R_{m-1,M+q-1}(y; q - 1),
\]

where \( R_{\tilde{m}, M+q-1}(\cdot; q - 1) \), \( \tilde{m} = 1, \ldots, M + q - 1 \), are base polynomials of degree \( q - 1 \) constructed on the system of knots \( \{z_k\}, \ k = 2, \ldots, M+2q \) (the multiplicity of each boundary knot is now reduced by 1).

6.2 Treatment Targeting Problem

6.2.1 Uniqueness and second order condition for treatment targeting problem

**Uniqueness:** In this part of the appendix, we clarify some intuition for why the optimal subsidy problem has a unique solution and the second order conditions for constrained maximum. It is easiest to see this in a simple setting where \( Y \) takes 2 values \( y_1 \) and \( y_2 \) w.p. \( \pi_1 \) and \( \pi_2 \) respectively. Then the optimization problem becomes

\[
\max_{\sigma_1, \sigma_2} \pi_1 B(\sigma_1, y_1) + \pi_2 B(\sigma_2, y_2)
\]
\[
\text{s.t.} \quad \pi_1 C (\sigma_1, y_1) + \pi_2 C (\sigma_2, y_2) = M
\]

To investigate uniqueness, first consider indifference maps for the benefit and cost functions. For benefits: let \( B' (\cdot) \) and \( B'' (\cdot) \) denote 1st and 2nd price derivative w.r.t. \( \sigma \), then

\[
\pi_1 B (\sigma_1, y_1) + \pi_2 B (\sigma_2, y_2) = \text{const.}
\]

\[
\Rightarrow \pi_1 B' (\sigma_1, y_1) d\sigma_1 + \pi_2 B' (\sigma_2, y_2) d\sigma_2 = 0
\]

\[
\Rightarrow \frac{d\sigma_2}{d\sigma_1} = -\frac{\pi_1 B' (\sigma_1, y_1)}{\pi_2 B' (\sigma_2, y_2)} < 0
\]

\[
\Rightarrow \frac{d^2\sigma_2}{d\sigma_1^2} = -\frac{\pi_1 B'' (\sigma_1, y_1)}{\pi_2 B' (\sigma_2, y_2)}
\]

Similarly, for costs, \( C (\sigma_1, y_1) = \sigma_1 \times q (\bar{p} - \sigma_1, y_1) \), let \( C' (\sigma_1, y_1) \) and \( C'' (\sigma_1, y_1) \) denote 1st and 2nd derivative w.r.t. \( \sigma_1 \). For indifference maps

\[
\pi_1 C (\sigma_1, y_1) + \pi_2 C (\sigma_2, y_2) = \text{const.}
\]

\[
\Rightarrow \frac{d\sigma_2}{d\sigma_1} = -\frac{\pi_1 C' (\sigma_1, y_1)}{\pi_2 C' (\sigma_2, y_2)} < 0
\]

\[
\Rightarrow \frac{d^2\sigma_2}{d\sigma_1^2} = -\frac{\pi_1 C'' (\sigma_1, y_1)}{\pi_2 C' (\sigma_2, y_2)}
\]

For the application, from the net benefit curves (i.e. benefit minus cost curves plotted against \( \sigma \)) we can obtain that

\[
B' (\sigma_2, y_2) - C'' (\sigma_2, y_2) < 0; \quad B'' (\sigma_1, y_1) - C'' (\sigma_1, y_1) < 0.
\]

(30)

From the benefit curves themselves we can get that \( B' (\sigma_2, y_2) > 0, B'' (\sigma_1, y_1) > 0 \).

Putting all of this together, we have that

\[
0 < B' (\sigma_2, y_2) < C'' (\sigma_2, y_2), \quad 0 < B'' (\sigma_1, y_1) < C'' (\sigma_1, y_1).
\]

33
Therefore, from
\[
\frac{d^2\sigma_2}{d\sigma_1^2} = -\frac{\pi_1 B''(\sigma_1, y_1)}{\pi_2 B'(\sigma_2, y_2)} \quad \text{and} \quad \frac{d^2\sigma_2}{d\sigma_1^2} = -\frac{\pi_1 C''(\sigma_1, y_1)}{\pi_2 C'(\sigma_2, y_2)},
\]
we conclude that both indifference curves are decreasing and concave when viewed from the origin, with the benefit indifference curve less concave than the constant cost curve. Therefore there is a single internal maxima at the point where the benefit indifference curve is tangent to the cost indifference curve.

**Second-order conditions:** The ideas behind the second-order conditions for this case will extend to a general case. We write the Lagrangian as
\[
\pi_1 B(\sigma_1, y_1) + \pi_2 B(\sigma_2, y_2) + \lambda(M - \pi_1 C(\sigma_1, y_1) + \pi_2 C(\sigma_2, y_2)).
\]

The FOC is then
\[
\pi_1 B'(\sigma_1, y_1) = \lambda \pi_1 C'(\sigma_1, y_1), \quad \pi_2 B'(\sigma_2, y_2) = \lambda \pi_2 C'(\sigma_2, y_2)
\]
\[
\Rightarrow \frac{B'(\sigma_1, y_1)}{C'(\sigma_1, y_1)} = \lambda = \frac{B'(\sigma_2, y_2)}{C'(\sigma_2, y_2)}.
\]

The Bordered Hessian of the Lagrangian is
\[
H = \begin{bmatrix}
B''(\sigma_1, y_1) - \lambda C''(\sigma_1, y_1) & 0 & -\pi_1 C'(\sigma_1, y_1) \\
0 & B''(\sigma_2, y_2) - \lambda C''(\sigma_2, y_2) & -\pi_2 C'(\sigma_2, y_2) \\
-\pi_1 C'(\sigma_1, y_1) & -\pi_2 C'(\sigma_2, y_2) & 0
\end{bmatrix}
\]
\[
= \begin{bmatrix}
B''(\sigma_1, y_1) - \frac{B'(\sigma_1, y_1) C''(\sigma_1, y_1)}{C'(\sigma_1, y_1)} & 0 & -\pi_1 C'(\sigma_1, y_1) \\
0 & B''(\sigma_2, y_2) - \frac{B'(\sigma_2, y_2) C''(\sigma_2, y_2)}{C'(\sigma_2, y_2)} & -\pi_2 C'(\sigma_2, y_2) \\
-\pi_1 C'(\sigma_1, y_1) & -\pi_2 C'(\sigma_2, y_2) & 0
\end{bmatrix}
\]
For our solution to FOC to be a local maximizer, we need \( \det H(\cdot) \) to be positive, i.e.

\[
-\pi_2^2 \left( C''(\sigma_2, y_2) \right)^2 \times \left( B''(\sigma_1, y_1) - \frac{B'(\sigma_1, y_1) C''(\sigma_1, y_1)}{C'(\sigma_1, y_1)} \right)
-\pi_1^2 \left( C'(\sigma_1, y_1) \right)^2 \times \left( B''(\sigma_2, y_2) - \frac{B'(\sigma_2, y_2) C''(\sigma_2, y_2)}{C'(\sigma_2, y_2)} \right) > 0.
\]

Sufficient conditions for this are

\[
\frac{B''(\sigma_1, y_1)}{B'(\sigma_1, y_1)} < \frac{C''(\sigma_1, y_1)}{C'(\sigma_1, y_1)}, \quad \frac{B''(\sigma_2, y_2)}{B'(\sigma_2, y_2)} < \frac{C''(\sigma_2, y_2)}{C'(\sigma_2, y_2)}.
\]

### 6.2.2 Shape of Optimal Subsidy as Function of Income

In this section we derive conditions that determine shapes of optimal ATE subsidies. In particular, we have a clear-cut condition of when these optimal subsidies as functions of income will be decreasing.

Suppose income \( y \) takes 2 values \( y_1 < y_2 \) w.p. \( \pi_1 \) and \( \pi_2 \) respectively. The expected ATE maximization problem becomes

\[
\max_{\sigma_1, \sigma_2} \pi_1 q(\bar{p} - \sigma_1, y_1) + \pi_2 q(\bar{p} - \sigma_2, y_2)
\]

\[
\text{s.t.} \quad \pi_1 \sigma_1 q(\bar{p} - \sigma_1, y_1) + \pi_2 \sigma_2 q(\bar{p} - \sigma_2, y_2) = M.
\]

The Lagrangian is given by

\[
\pi_1 q(\bar{p} - \sigma_1, y_1) + \pi_2 q(\bar{p} - \sigma_2, y_2) + \lambda (M - \pi_1 \sigma_1 q(\bar{p} - \sigma_1, y_1) - \pi_2 \sigma_2 q(\bar{p} - \sigma_2, y_2))
\]

yielding FOC

\[
-\pi_1 \frac{\partial}{\partial p} q(\bar{p} - \sigma_1, y_1) = \lambda \pi_1 \left( q(\bar{p} - \sigma_1, y_1) - \sigma_1 \frac{\partial}{\partial p} q(\bar{p} - \sigma_1, y_1) \right) \tag{31}
\]

\[
-\pi_2 \frac{\partial}{\partial p} q(\bar{p} - \sigma_2, y_2) = \lambda \pi_2 \left( q(\bar{p} - \sigma_2, y_2) - \sigma_2 \frac{\partial}{\partial p} q(\bar{p} - \sigma_2, y_2) \right) \tag{32}
\]
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Taking ratios and using \( \eta_1 (\bar{p}, \sigma_1, y_1) \equiv -\frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_1, y_1) \), we get

\[
\frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_1, y_1) \quad \text{and} \quad \frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_2, y_2) = q(\bar{p} - \sigma_1, y_1) - \sigma_1 \frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_1, y_1) \quad \text{and} \quad q(\bar{p} - \sigma_2, y_2) - \sigma_2 \frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_2, y_2)
\]

\[
\Rightarrow \frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_1, y_1) = 1 - \sigma_1 \frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_1, y_1)
\]

\[
\frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_2, y_2) = 1 - \sigma_2 \frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_2, y_2)
\]

\[
\Rightarrow \frac{\eta_1}{\eta_2} = \frac{1 + \sigma_1 \eta_1}{1 + \sigma_2 \eta_2}
\]

\[
\Rightarrow \sigma_2 - \sigma_1 = \frac{\eta_2 - \eta_1}{\eta_2 \eta_1} = 1 - \frac{1}{\eta_1} - \frac{1}{\eta_2}
\]

The above inequality is consistent with \( \sigma_2 < \sigma_1 \) (i.e. subsidy is progressive) if and only if \( \eta_2 < \eta_1 \), i.e.

\[
\left| \frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_1, y_1) \right| > \left| \frac{\partial}{\partial \bar{p}} q(\bar{p} - \sigma_2, y_2) \right|
\]

\[
\text{for } y_1 < y_2 \text{ and } \sigma_2 < \sigma_1, \text{ i.e. the price sensitivity of demand measured by } \left| \frac{\partial}{\partial \bar{p}} \ln q(p, y) \right|_{p=\bar{p}, y=\bar{y}} \text{ is decreasing in } \bar{y} \text{ at fixed } \bar{p} \text{ and is increasing in } \bar{p} \text{ for fixed } \bar{y}. \text{ The derivations here clearly extend from two to multiple possible values of income.}
\]

For the application, Figure 4 depicts the absolute values of the derivatives \( \left| \frac{\partial}{\partial \bar{p}} \ln q(p, y) \right| \) as functions of incomes (for incomes from the 3rd till the 97th percentile) at different price percentiles (even though \( \bar{p} \) is the median price, since the subsidy can be negative, we consider percentiles above the median). These absolute values are decreasing in \( y \) and, moreover, there is an ordering of the curves with respect to price percentiles. Therefore, the optimal ATE subsidy cannot be increasing in \( y \). Indeed, suppose it increased when we moved from \( y_1 \) to \( y_2 \), where \( y_2 > y_1 \). This would mean that we would move to a lower curve and, due to the decreasing nature of each curve, the inequality in (35) would hold, which leads to a contradiction. Therefore, the optimal ATE subsidy is decreasing in income, as illustrated in Figure 3. Because of the consistent shape pattern of curves across the incomes, similar findings apply also CASW and ACV criteria.
6.2.3 Empirical Approach to Optimal Subsidies with Sampling Uncertainty

If we treat data as a sample from the population for whom we wish to solve the optimal subsidy problem (22), then one would need to take parameter uncertainty into account. In order to do that, we can consider a parametric version of our demand estimation problem.

As described earlier, parameter uncertainty can be taken into account by defining the loss function (23) with \( \theta = (\theta_1, \theta_2) \) denoting the parameters determining the demand function \( (\theta_1) \) and the marginal distribution of income \( (\theta_2) \). For the demand function, we can e.g. use the logit specification

\[
\bar{q}_1(p, y, \theta_1) = \frac{1}{1+\exp(\theta_{10}+\theta_{11}p+\theta_{12}py+\theta_{13}y)}.
\]

We can then define the optimal choice of \( \sigma (\cdot) \) by solving

\[
\min_{\sigma (\cdot)} \int L(\sigma (\cdot), \theta, c) dP_{\text{post}}(\theta | \text{data}),
\]

where \( P_{\text{post}}(\theta | \text{data}) \) refers to the posterior distribution of \( \theta \) given the data. Corresponding to ‘flat’ priors, \( P_{\text{post}}(\theta_1 | \text{data}) \) is taken to be the sampling distribution of the estimated demand parameters. With income following the log-normal distribution with mean \( \mu \) and scale \( \sigma \), i.e. \( \ln(y) \) following \( \mathcal{N}(\mu, \sigma^2) \), the posterior \( P_{\text{post}}(\theta | \text{data}) \) can be computed by generating draws of \( \theta_1 \) from \( \mathcal{N}(\hat{\theta}_1, \text{Covar}(\hat{\theta}_1)) \).

As for \( \theta_2 \), one can generate \( \exp(y^*) \) where \( y^* \) represents draws from the posterior of a normal \( \mathcal{N}(\mu, \sigma^2) \) which is the same as \( \mathcal{N}(\ln y, s_{\ln y}^2) \), where \( \ln y \) stands for the sample mean of \( \ln y \) and \( s_{\ln y}^2 \) stands for the sample variance of \( \ln y \). The steps are summarized below:

1. Estimate the logit model for demand and store estimated coefficients \( \hat{\theta}_1 \) and estimated covariance matrix \( \text{Covar}(\hat{\theta}_1) \)
2. Estimate sample mean \( \ln y \) and variance \( s_{\ln y}^2 \) of \( \ln(y) \)
3. Draw \( N \) values \( \theta_{1j}^* \) from \( \mathcal{N}(\hat{\theta}_1, \text{Covar}(\hat{\theta}_1)) \) and \( ly_j^* \)'s from \( \mathcal{N}(\ln y, s_{\ln y}^2) \) and calculate \( y_j^* = \exp(l y^*) \)
4. For each candidate \( \sigma (\cdot) \), compute (8) by averaging over these many \( y^* \)'s and \( \theta_{1j}^* \), i.e.

\[
-\frac{1}{N} \sum_{j=1}^{N} B(\bar{p}, \sigma (y_j^*), y_j^*, \theta_{1j}^*) + c \left[ \frac{1}{N} \sum_{j=1}^{N} \sigma (y_j^*) \times \bar{q}_1 \left( \bar{p} - \sigma (y_j^*), y_j^*, \theta_{1j}^* \right) \right]^2
\]
5. Choose $\sigma(\cdot)$ (i.e., coefficients on the spline basis) to minimize this objective function.

**6.2.4 General Approach to Demand Estimation under Shape Constraints**

In our private tuition application we used the form of the demand function that implied that a monotonic transformation of demand is additively separable in price and income. In practice, researchers may decide to use more general demand estimation approaches inspired by generic nonparametric estimation approaches. Additionally, these approaches have to ensure that in the binary case, $\bar{q}_1(p, y)$ is decreasing in $p$ and increasing in $(y - p)$ for fixed $y$, i.e. $\bar{q}_1(\cdot, \cdot)$ is decreasing in directions $(1, 0)$ and $(1, 1)$ (as shown in Bhattacharya 2021).

A general estimation idea would be to use the tensor-product B-spline in $p$ and $y$. Denoting the support of $p$ as $[p_{min}, p_{max}]$ and the support $y$ as $[y_{min}, y_{max}]$, suppose that in the dimension $p$ we use B-splines of degree $q_1$ with $M_1 + 1$ equally spaced knots on $[p_{min}, p_{max}]$ (including the end points), and in the dimension $y$ we use B-splines of degree $q_2$ with $M_2 + 1$ equally spaced knots on $[y_{min}, y_{max}]$ (including the end points). Each of the end points in the systems of knots enters with the multiplicity $q_1$ for the first system and with the multiplicity $q_2$ for the second system of knots. Then in the dimension $p$ we have $M_1 + q_1$ base B-splines denoted as $R_{1;m_1,M_1+q_1}(p; q_1)$, $m_1 = 1, \ldots, M_1 + q_1$; in the dimension $y$ we have $M_2 + q_2$ base B-splines denoted as $R_{2;m_2,M_2+q_2}(y; q_2)$, $m_2 = 1, \ldots, M_2 + q_2$.

The tensor-product basis consists of $(M_1 + q_1)(M_2 + q_2)$ polynomials in the form

$$R_{1;m_1,M_1+q_1}(p; q_1)R_{2;m_2,M_2+q_2}(y; q_2), \quad m_1 = 1, \ldots, M_1 + q_1, m_2 = 1, \ldots, M_2 + q_2$$

(here calculated for specific values of $p$ and $y$) with associated coefficients denoted by $\{h_{m_1m_2}\}$, $m_j = 1, \ldots, M_j + q_j$, $j = 1, 2$. A general tensor-product B-spline used to approximate a function of $(p, y)$ is a linear combination of these base tensor-product polynomials:

$$T_{M_1,M_2}(p, y) = \sum_{m_1=1}^{M_1+q_1} \sum_{m_2=1}^{M_2+q_2} h_{m_1m_2} R_{1;m_1,M_1+q_1}(p; q_1) R_{2;m_2,M_2+q_2}(y; q_2).$$
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To incorporate covariates \( x \) in the demand estimation, can we collect all the covariates \( x \) into an index \( x'\beta \) and specify the demand function as \( P (q = 1 | p, y, x) = \Phi (\mathcal{T}_{M_1, M_2}(p, y) + x'\beta) \), where \( \Phi \) is the C.D.F of the standard normal distribution. This specification automatically imposes normalization constraints on probability (that is, the probability varying between 0 and 1). Moreover, a monotonicity of this function in a direction of \( (p, y) \) imposes normalization constraints on probability (that is, the probability varying between 0 and 1). Moreover, a monotonicity of this function in a direction of \( (p, y) \) is equivalent to the respective monotonicity of the tensor-product B-spline \( \mathcal{T}_{M_1, M_2}(\cdot, \cdot) \).

To capture shape constraints through linear restrictions on coefficients \( h_{m_1m_2} \) we write an expression for the directional derivative of \( \mathcal{T}_{M_1, M_2} \). Denote the system of knots in the dimension \( p \) as \( \{z^{(1)}_k\}, k = 1, \ldots, M_1 + 2q_1 + 1 \), where \( z^{(1)}_1 = \ldots = z^{(1)}_{q_1} = p_{\min} \) and \( z^{(1)}_{M_1+q_1+1} = \ldots = z^{(1)}_{M_1+2q_1+1} = p_{\max} \); and in the dimension \( y \) as \( \{z^{(2)}_k\}, k = 1, \ldots, M_2 + 2q_2 + 1 \), where \( z^{(2)}_1 = \ldots = z^{(2)}_{q_2} = y_{\min} \) and \( z^{(2)}_{M_2+q_2+1} = \ldots = z^{(2)}_{M_2+2q_2+1} = y_{\max} \).

Using the well known formulas for the derivatives of B-splines (de Boor 1978), we obtain the following formulas for the partial derivatives of \( \mathcal{T}_{M_1, M_2} \):

\[
\frac{\partial \mathcal{T}_{M_1, M_2}(p, y)}{\partial p} = q_1 \sum_{m_1=1}^{M_1+q_1} \sum_{m_2=1}^{M_2+q_2} \frac{h_{m_1m_2} - h_{m_1-1,m_2}}{z^{(1)}_{m_1+q_1} - z^{(1)}_{m_1}} \mathcal{R}_{1,m_1-1,M_1+q_1-1}(p; q_1-1) \mathcal{R}_{2,m_2,M_2+q_2}(y; q_2), \\
\frac{\partial \mathcal{T}_{M_1, M_2}(p, y)}{\partial y} = q_2 \sum_{m_1=1}^{M_1+q_1} \sum_{m_2=2}^{M_2+q_2} \frac{h_{m_1m_2} - h_{m_1,m_2-1}}{z^{(2)}_{m_2+q_1} - z^{(2)}_{m_2}} \mathcal{R}_{1,m_1+q_1-1}(p; q_1) \mathcal{R}_{2,m_2-1,M_2+q_2-1}(y; q_2-1),
\]

where \( \mathcal{R}_{1,\tilde{m}_1,M_1+q_1-1}(\cdot; q_1-1) \), \( \tilde{m}_1 = 1, \ldots, M_1 + q_1 - 1 \), are base polynomials of degree \( q_1 - 1 \) constructed on the system of knots \( \{z^{(1)}_k\}, k = 2, \ldots, M_1 + 2q_1 \) (the multiplicity of each boundary knot is now reduced by 1), and \( \mathcal{R}_{2,\tilde{m}_2,M_2+q_2-1}(\cdot; q_2-1) \), \( \tilde{m}_2 = 1, \ldots, M_2 + q_2 - 1 \), are base polynomials of degree \( q_2 - 1 \) constructed on the system of knots \( \{z^{(2)}_k\}, k = 2, \ldots, M_2 + 2q_2 \) (once again, the multiplicity of each boundary knot is now reduced by 1). Using the formulas from the recursive definition of B-splines, we rewrite these partial derivatives as

\[
\frac{\partial \mathcal{T}_{M_1, M_2}(p, y)}{\partial p} = q_1 \sum_{m_1=2}^{M_1+q_1} \mathcal{R}_{1,m_1-1,M_1+q_1-1}(p; q_1-1) \sum_{m_2=2}^{M_2+q_2} \mathcal{R}_{2,m_2-1,M_2+q_2-1}(y; q_2-1) \left( \frac{h_{m_1m_2} - h_{m_1-1,m_2}}{z^{(1)}_{m_1+q_1} - z^{(1)}_{m_1}} + (1 - \omega^{(2)}_{m_2,q_2}(y)) \frac{h_{m_1,m_2-1} - h_{m_1-1,m_2-1}}{z^{(1)}_{m_1+q_1} - z^{(1)}_{m_1}} \right),
\]
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\[
\frac{\partial T_{M_1,M_2}(p,y)}{\partial y} = q_2 \sum_{m_2=2}^{M_2+q_2} \mathcal{R}_{2,m_2-1,M_2+q_2-1}(y; q_2 - 1) \sum_{m_1=2}^{M_1+q_1} \mathcal{R}_{1,m_1-1,M_1+q_1-1}(p; q_1 - 1) \\
\left( \omega^{(1)}_{m_1,q_1}(p) \frac{h_{m_1,m_2} - h_{m_1,m_2-1}}{z_{m_2+q_1} - z_{m_2}^{(1)}} + (1 - \omega^{(1)}_{m_1,q_1}(p)) \frac{h_{m_1-1,m_2} - h_{m_1-1,m_2-1}}{z_{m_2+q_1} - z_{m_2}^{(1)}} \right),
\]

where \( \omega^{(1)}_{m_1,q_1}(p) = \frac{p - z_{m_1}^{(1)}}{z_{m_1+q_1}^{(1)} - z_{m_1}^{(1)}} \), \( \omega^{(2)}_{m_2,q_2}(y) = \frac{y - z_{m_2}^{(2)}}{z_{m_2+q_2}^{(2)} - z_{m_2}^{(2)}} \).

Since \( \mathcal{R}_{j,m_j-1,M_j+q_j-1}(\cdot;q_j-1) \) is non-zero only on the interval \([z_{m_j}^{(j)}, z_{m_j}^{(j)}+q_j], m_j = 1, \ldots, M_j+q_j, j = 1, 2 \) (as follows from the properties of B-splines), then for all the relevant (non-zero) terms \( \omega^{(j)}_{m_j,q_j}(\cdot) \) is between 0 and 1. Also notice that we can represent

\[
q_1 \left( \omega^{(2)}_{m_2,q_2}(y) \frac{h_{m_1,m_2} - h_{m_1-1,m_2}}{z_{m_1+q_1}^{(1)} - z_{m_1}^{(1)}} + (1 - \omega^{(2)}_{m_2,q_2}(y)) \frac{h_{m_1-1,m_2} - h_{m_1-1,m_2-1}}{z_{m_2+q_1}^{(1)} - z_{m_2}^{(1)}} \right) (\omega^{(1)}_{m_1,q_1}(p)+1-\omega^{(1)}_{m_1,q_1}(p))
\]

\[
= q_1 \left( \omega^{(2)}_{m_2,q_2}(y) \frac{h_{m_1,m_2} - h_{m_1-1,m_2}}{z_{m_1+q_1}^{(1)} - z_{m_1}^{(1)}} + (1 - \omega^{(2)}_{m_2,q_2}(y)) \frac{h_{m_1-1,m_2} - h_{m_1-1,m_2-1}}{z_{m_2+q_1}^{(1)} - z_{m_2}^{(1)}} \right) \left( (1-r_1)\omega^{(1)}_{m_1,q_1}(p) + r_1(\omega^{(1)}_{m_1,q_1}(p)) \right) \left( (1-r_2)\omega^{(2)}_{m_2,q_2}(y) + r_2(\omega^{(2)}_{m_2,q_2}(y)) \right) c_{m_1,m_2-r_2}^{(1)},
\]

\[
q_2 \left( \omega^{(1)}_{m_1,q_1}(p) \frac{h_{m_1,m_2} - h_{m_1,m_2-1}}{z_{m_2+q_1}^{(2)} - z_{m_2}^{(2)}} + (1 - \omega^{(1)}_{m_1,q_1}(p)) \frac{h_{m_1-1,m_2} - h_{m_1-1,m_2-1}}{z_{m_2+q_1}^{(2)} - z_{m_2}^{(2)}} \right)
\]

\[
= q_2 \left( \omega^{(1)}_{m_1,q_1}(p) \frac{h_{m_1,m_2} - h_{m_1,m_2-1}}{z_{m_2+q_1}^{(2)} - z_{m_2}^{(2)}} + (1 - \omega^{(1)}_{m_1,q_1}(p)) \frac{h_{m_1-1,m_2} - h_{m_1-1,m_2-1}}{z_{m_2+q_1}^{(2)} - z_{m_2}^{(2)}} \right) \left( (1-r_1)\omega^{(1)}_{m_1,q_1}(p) + r_1(\omega^{(1)}_{m_1,q_1}(p)) \right) \left( (1-r_2)\omega^{(2)}_{m_2,q_2}(y) + r_2(\omega^{(2)}_{m_2,q_2}(y)) \right) c_{m_1-r_1,m_2}^{(2)},
\]

where

\[
c_{m_1,m_2}^{(1)} \equiv q_1 (h_{m_1,m_2} - h_{m_1-1,m_2}), \quad c_{m_1,m_2}^{(2)} \equiv q_2 (h_{m_1,m_2} - h_{m_1-1,m_2-1}).
\]
The derivative of $T_{M_1,M_2}$ in the direction of $(d_1, d_2)$ is

$$\nabla (d_1, d_2) T_{M_1,M_2}(p, y) = \sum_{m_2=1}^{M_1+q_1} \sum_{m_2=2}^{M_2+q_2} \sum_{r_1=0}^{1} \sum_{r_2=0}^{1} R_{1,m_1-1,M_1+q_1-1}(p; q_1-1) R_{2,m_2-1,M_2+q_2-1}(y; q_2-1) \times ((1 - r_1) \omega_{m_1,q_1}(p) + r_1 (\omega_{m_1,q_1}(p))) ((1 - r_2) \omega_{m_2,q_2}(y) + r_2 (\omega_{m_2,q_2}(y))) \left(d_1 c_{m_1,m_2-r_2}^{(1)} + d_2 c_{m_1-r_1,m_2}^{(2)}\right).$$

Taking into account that or all the relevant (non-zero) terms $\omega_{m_j,q_j}(\cdot)$ is between 0 and 1, it is easy to see that the conditions

$$d_1 c_{m_1,m_2-r_2}^{(1)} + d_2 c_{m_1-r_1,m_2}^{(2)} \geq 0, \quad m_j = 2, \ldots, M_j + q_j, \quad r_j \in \{0, 1\}, \quad j = 1, 2,$$

guarantee that $T_{M_1,M_2}(\cdot, \cdot)$ is increasing in the direction $(d_1, d_2)$. It can also been shown that these conditions become necessary for monotonicity in the direction $(d_1, d_2)$ as $M_1, M_2 \to \infty$.

Without any endogeneity issues, with a sample $\{(q_i, p_i, y_i, x_i)\}_{i=1}^{N_1}$, where $q_i$ are binary choices, we can estimate both $\{h_{m_1m_2}\}$, $m_j = 1, \ldots, M_j + q_j$, $j = 1, 2$, and $\beta$ by solving the constrained optimization problem

$$\max_{b, \{h_{m_1m_2}\}} \sum_{i=1}^{N_1} (q_i \log \Phi (T_{M_1,M_2}(p_i, y_i) + x'b) + (1 - q_i) \log (1 - \Phi (T_{M_1,M_2}(p_i, y_i) + x'b))) \quad (36)$$

subject to shape constraints on the coefficients.

$$c_{m_1,m_2-r_2}^{(1)} + c_{m_1-r_1,m_2}^{(2)} \leq 0, \quad m_j = 2, \ldots, M_j + q_j, \quad r_j \in \{0, 1\}, \quad j = 1, 2, \quad (37)$$

$$c_{m_1,m_2-r_2}^{(1)} \leq 0, \quad m_2 = 2, \ldots, M_2 + q_2, \quad r_2 \in \{0, 1\}. \quad (38)$$

The use of tensor-product B-spline leads to a large number of coefficients $h_{m_1,m_2}$ that need to be estimated. Indeed, even choosing $M_1 = M_2 = 5$ - so each domain is split into 5 intervals of equal length - and $q_1 = q_2 = 3$ (cubic splines), gives 64 coefficients $h_{m_1,m_2}$. A large number of parameters often results in overfitting. To avoid overfitting, the approximation literature often uses a “wiggliness” penalty matrix (cf. Eilers and Marx 1996).
For univariate B-splines penalty term usually has the form $\lambda\gamma'D'D\gamma$, where $\gamma$ is the vector of all B-spline coefficients, $\lambda$ is the penalty constant and $D$ is the matrix describing $k$-th order differences for components in $\gamma$ (usually $k = 2$). In the case of the tensor-product B-spline, we use two penalty terms – let us denote them as $\lambda_1 h'D_1D_1h$ and $\lambda_2 h'D_2D_2h$, where $h$ is the $(M_1 + q_1)(M_2 + q_2)$ vector of all coefficients $h_{m_1m_2}$ arranged in the lexicographic order, $D_1$ is the matrix describing 2-nd order differences in the first dimension and $D_2$ is the matrix describing 2-nd order differences in the second dimension for the components of $h$.

The objective function with these penalty terms is

$$\sum_{i=1}^{N_1} (q_i \log \Phi (T_{M_1,M_2}(p_i, y_i) + x'b) + (1 - q_i) \log (1 - \Phi (T_{M_1,M_2}(p_i, y_i) + x'b))) + \lambda_1 h'D_1D_1h + \lambda_2 h'D_2D_2h, \quad (39)$$

where $\lambda_1, \lambda_2 \leq 0$ since we are maximizing the objective function. Thus, we can estimate the demand function by maximizing (39) with respect to $h$ and $b$ subject to (37)-(38).

An IV approach shall be used if the model has endogeneity. By the partition of unity property, all the $R_{1;m_1,M_1+q_1}(p; q_1)R_{2;m_2,M_2+q_2}(y; q_2)$ sum up to 1. Hence, the problem can be reparametrized and equivalently rewritten as the one with a constant term and $(M_1+q_1)(M_2+q_2) - 1$ endogenous explanatory variables expressed through $R_{1;m_1,M_1+q_1}(p; q_1)R_{2;m_2,M_2+q_2}(y; q_2)$. Then we will need to have at least $(M_1 + q_1)(M_2 + q_2) - 1$ valid instrumental variables.
Figure 1: Comparison of ASW with CV: An illustration.
Figure 2: Left: Illustration of demand estimation. Middle: ACV, change in ASW ($\varepsilon = 0$) net of average cost, and the first-order effect based on MVPF ($\bar{p}$ and $y$ are at their median levels). Covariate values are at their median levels. Right: Difference in ACV, change in ASW ($\varepsilon = 0$) with and without income effect.
Figure 3: Left: Optimal subsidies for three different welfare criteria with the budget constraint giving the zero average cost. Right: Change in ASW ($\epsilon = 0$) calculated at the CASW ($\epsilon = 0$) optimal allocation path and at the ATE optimal allocation path.
Figure 4: Private tuition application. Absolute values of the derivatives $\left| \frac{\partial}{\partial p} \ln q(p, y) \right|$ as functions of incomes (for incomes from the 3rd till the 97th percentile) at different price percentiles.