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When is a Contrarian Adviser Optimal?

Robert Evans1 and Sönje Reiche2

25 February 20223

Abstract

We compare contrarian to conformist advice, a contrarian (conformist) expert

being one whose preference bias is against (for) the decision-maker’s prior optimal

decision. We show that optimality of an expert depends on characteristics of prior

information and learning. If either the expert is fully informed, or if fine informa-

tion can be acquired at low cost, then for symmetric distributions F of the state a

conformist (contrarian) is superior if F is single-peaked (bimodal). If only coarse

information can be acquired then a contrarian acquires more information on average,

hence is superior. If information is verifiable a contrarian has less incentive to hide

unfavorable evidence, and again is superior.

1 Introduction

A decision-maker has to choose between two decisions and, given the available

information, she has a strict preference for one of them. Suppose that she can make

use of an expert adviser who has some additional private information but any such

adviser also has an intrinsic preference bias, relative to the decision-maker, for one

of the decisions. Is it better for the decision-maker to use an adviser whose bias is

in favor of her initially-preferred course of action (a conformist adviser) or one whose

1St. John’s College and University of Cambridge, UK. robert.evans@econ.cam.ac.uk
2Yale University. soenje.reiche@yale.edu
3We are grateful for helpful comments by various seminar audiences and for insightful suggestions

by the editor and four referees which substantially improved the paper.
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bias is against her preferred action (a contrarian adviser)? Secondly, how is the choice

between these two different types of adviser affected by the nature of the information

available to that adviser?

It is a standard theme in the psychology literature that there is frequently too

much alignment between principals and their expert advisers and that this is detri-

mental to sound decision-making. The selective exposure hypothesis, which has been

extensively studied by social psychologists (see Klapper (1949) and Janis and Mann

(1977)), holds that people generally seek messages with which they agree and avoid

those with which they disagree. Two related phenomena are bolstering and group-

think. Bolstering,4 which has also been much studied by social and organizational

psychologists, refers to the practice of magnifying the attractions of a chosen alter-

native and downplaying those of others. For example, Fellner and Marshall (1970)

present evidence of potential kidney donors avoiding information which might cause

them to reconsider their initially preferred decision to donate. Groupthink,5 a collec-

tive form of defensive avoidance, refers to a situation in which a leader has a group of

advisers who share the leader’s judgments and provide rationalizations which bolster

the leader’s preferred course of action. Such situations are characterized by a strong

degree of cohesion within the group and conscious or unconscious efforts to exclude

expert advisers who might advocate a different course of action. Janis (1972) pro-

vides case studies of a number of examples of momentous (and disastrous) decisions

which, he argues, exhibited all the symptoms of groupthink, including the Bay of

Pigs invasion of Cuba and the decision in December 1941 by the commander-in-chief

of the US Pacific fleet not to prepare for an attack on Pearl Harbor. The concept

has subsequently been suggested as a contributing factor in many other debacles,

including the 2008 financial crisis.

The economics literature has not directly posed the above questions, but it sug-

gests various relevant conjectures, most of which appear to favor the conformist

4This is related to the phenomenon of cognitive dissonance; see Festinger (1957). For applications
to economics, see Akerlof and Dickens (1982) and Rabin (1994).

5See Benabou (2013) for an analysis of groupthink using the tools of economic theory.
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adviser.6 Better communication or delegation is facilitated by closer alignment of

preferences between adviser and decision-maker (Crawford and Sobel (1982), Aghion

and Tirole (1997)). A conformist might be preferred because, unlike a contrarian,

he would not overturn the decision-maker’s initial choice on the basis of weak evi-

dence (Li and Suen (2004)). Advice that the decision-maker should change the initial

decision may be more credible if it comes from a conformist than if it comes from

a contrarian (Cukiermann and Tommasi (1998), Calvert (1985)).7 If information is

hard and endogenous the conformist may have a greater incentive to acquire infor-

mation, since the evidence is likely to favor the decision he prefers (Che and Kartik

(2009)).

We consider these issues in the context of a decision-maker (DM) who can select

either an adviser with a contrarian bias or else one with a conformist bias of the same

magnitude. We assume symmetry between the biases of the two types of adviser in

order to provide a clean test of the effects of the two types of bias. Of the two possible

decisions, d0 and d1, DM prefers d0 ex ante.

First we consider the case in which the decision-maker delegates to an adviser

who is fully informed. In this case either type of adviser may be superior, depending

on the distribution of the payoff of action d1 (we normalize the payoff of d0 to 0).

The distribution determines the expected cost of a Type I error (choosing d1 when

d0 is better) and of a Type II error (vice versa). If the Type I cost is larger then the

conformist is better than the contrarian and vice versa if the Type II cost is larger.

This in turn implies that what matters is the shape of the distribution of payoffs in

the region around zero (when the decision is relatively finely balanced from the DM ’s

point of view). A conflict of interest arises when there is evidence against the adviser’s

bias but it is not strong: for example, in the case of a conformist adviser, weak but

positive evidence in favor of the contrarian decision d1. Plausible payoff distributions

are those which are symmetric and either single-peaked (e.g., normal) or bimodal

(corresponding to a case in which decision d1 is likely to be either significantly better

6We discuss the related literature in more detail below.
7Suen (2004) uses this idea to explain the perpetuation of biased beliefs: people rationally read

newspapers with whose political slant they agree.
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than d0 or else significantly worse). With a single-peaked distribution, weak evidence

in favor of d1 is less likely than weak evidence in favor of d0, simply because the ex-ante

preferred action is d0 (the mean of the distribution is negative), and the conformist is

therefore preferred. With a bimodal distribution weak evidence in favor of d0 is less

likely than weak evidence in favor of d1, and so the contrarian is preferred.

Secondly, we examine the case in which the adviser is initially uninformed but

sequentially acquires costly (but not too costly) independent signals and chooses

when to stop gathering information and make a decision. It turns out that the optimal

choice of adviser depends on the nature of the information structure. Specifically, we

consider two polar cases, which we refer to respectively as ‘fine’ and ‘coarse’. A fine

information process is one with the property that the posterior expectation of the

state converges to the true state. More precisely, for any desired error tolerance ε,

the ex ante probability that the posterior expectation is within ε of the true value can

be made arbitrarily close to 1 by committing to collect enough signals. In this case,

for a sufficiently small cost of signals, the comparison between advisers is the same

as it would be if they were fully informed; that is, the conclusions of the previous

section are robust in the sense that optimal learning with sufficiently small learning

cost gives the same result.

A coarse information process, on the other hand, only gives qualitative information;

i.e. it only tells us which action is better for the DM . The leading example of a

process which is coarse and symmetric (i.e., is not intrinsically biased in favor of

either decision) is a binary i.i.d. process such that a high signal is evidence that d1

is better and a low signal is, symmetrically, evidence that d0 is better. We show

that for such a process the contrarian (who is biased in favor of d1) is better for the

DM . For relatively low cost of information collection either expert will collect enough

information that there is no conflict of interest with the DM at the point when the

decision is made. However, the DM always prefers more information to be gathered

and the contrarian will collect more, in expectation, than the conformist. Essentially

the reason for this is that the conformist is more likely to stop early and choose d0

than the contrarian is to stop early and choose d1. If, in fact, d1 is better then the
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conformist will search for longer because he is more reluctant to stop and choose d1

than the contrarian is; similarly, if d0 is better then the contrarian will search for

longer. But ex ante d0 is more likely to be better (d0 is DM ’s ex ante preferred

action) so in expectation it is the contrarian who will search longer.

The above results concern the case of soft, i.e., unverifiable, information. We also

consider a model in which the adviser may or may not be in possession of hard evidence

which he can suppress but not otherwise manipulate; that is, the evidence technology

is the one proposed by Dye (1985). We focus on the incentives to reveal information

rather than sequentially collect it - either the adviser has some evidence or he does

not. In this case the contrarian adviser is better for DM than the conformist. When

the adviser is a conformist the best mechanism for DM (and the best equilibrium

of the evidence disclosure game) is suboptimal but when the adviser is a contrarian

there is a mechanism (and an equilibrium of the disclosure game) which delivers the

DM ’s first-best outcome. The optimal mechanism is simple: the decision is d0 unless

the adviser provides evidence that d1 is better than d0 for DM . The contrarian is

always willing to provide this evidence if it exists and this achieves the first-best. No

such equilibrium exists in the case of the conformist, in any mechanism. If there is

no evidence, the optimal decision for DM is d0 so, in a sense, d0 is the ‘incumbent’

action. However, this means that there is an incentive for the conformist to suppress

evidence when it weakly favors d1 since the ‘incumbent’ action is his preferred action.

In other words, the contrarian is more willing to submit evidence because he is the

one who wants to change the decision-maker’s mind.

There is an underlying connection between this result and the result, described

above, that when information is coarse and unverifiable, the contrarian is preferred.

In that case the reason is that when an expert’s intrinsically less-favored action ap-

pears to be optimal he is more inclined than the other expert would be to carry on

searching. Because the contrarian’s less-favored action, d0, is ex ante more likely to

be better, he is the one more likely to be in this position and therefore will search

longer and make better decisions on average. In a sense, when information is hard the

contrarian is preferred because he is the one who wants to change the DM ’s mind;
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when information is coarse and soft, the contrarian is preferred because he is the one

who is likelier to want to change his own mind.

Related Literature

The literature on communication, delegation and information acquisition is large

and growing but it has not considered the issue which we study, namely, how the

DM ’s choice between experts who are biased in favor of or against the DM ’s pre-

ferred decision depends on the nature of information. The literature on delegation

(e.g., Holmstrom (1977,1984), Alonso and Matouschek (2005), Melumad and Shibano

(1991)) shows that the optimal delegate is generally one who is aligned with the prin-

cipal in his response to new information. Our results can be understood as showing

what this general principle implies for the relative merits of contrarian and conformist

experts in the context of different information structures.

A number of papers have results which are related to ours, some of which were

discussed above. Meyer (1991) shows that, when a decision-maker can choose the bias

of a contest, it is optimal for her to bias it in favor of the current leading candidate;

this might suggest that the conformist expert is superior since he has a bias against the

less-favored decision. Our analysis is different in a number of respects; in particular,

we have experts who act strategically and have the same prior information as the

decision-maker.

For the case of fine information perhaps the closest paper is Li and Suen (2004).

Their results are mainly concerned with the optimal combination of biases in settings

with multiple experts and, potentially, varied principals, but they also show, in the

context of a model with a binary decision and continuous signals, that a conservative

DM prefers an expert who is more conservative than her. Translated to our model,

this implies that the DM prefers a conformist expert. We discuss Li and Suen’s result

further in Section 4 below.

Che and Kartik (2009) study the optimal choice of expert in a setting with hard

(verifiable) information and costly information acquisition. They show that it is

optimal to choose an expert with a divergence of opinion from the DM ’s. One crucial
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difference is that their paper assumes heterogeneous priors while we assume common

priors. One key effect driving their results, which follows from the heterogeneous prior

assumption, is the persuasion effect: since an expert believes that new information

will move the DM ’s opinion in the direction of his own (different) opinion, he has

an incentive to acquire such information. We discuss the literature on hard evidence

further in Section 7 below. To the best of our knowledge there is no previous paper

which considers the issue addressed in Section 7.

Li (2001) studies a committee of decision-makers with homogeneous preferences,

a binary decision and costly information acquisition and shows that it is optimal to

commit to a threshold which is biased against the ex ante optimal decision. This ex

post inefficiency has the effect of overcoming a free-rider problem in acquiring infor-

mation; essentially, it reduces the attractiveness of the decision which is (constrained)

optimal in the absence of new information.8 Our result in the case of coarse infor-

mation has some similarity but the logic is different. We do not introduce a bias

against the agent’s ex ante optimal decision (the result applies whatever the contrar-

ian’s initially optimal decision); instead, using a contrarian introduces a bias against

the principal’s initially optimal decision. Furthermore, our result depends on the

sequential nature of information collection - it does not apply in general if the agent

commits to a certain number of signals.

Other notable papers which consider costly information acquisition are Che and

Mierendorff (2019), Dur and Swank (2005), Gerardi and Yariv (2008) and Argenziano

et al (2016). Che and Mierendorff (2019) study a model with a binary decision

and binary state space in which a DM has access to two sources of information,

each biased in favor of one of the two possible decisions, and must decide at each

moment how much of her attention to devote to each source, as well as whether to

stop and make a decision. They show that, depending on the prior, the optimal

learning strategy may be biased towards the decision which is more likely to be

optimal (for relatively extreme beliefs) or less likely to be optimal (for non-extreme

8A related argument is found in Szalay (2005). He shows that it can be optimal to reduce the
agent’s decision space by eliminating intermediate options in order to increase the incentive to collect
information.
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beliefs). Our model is different because it concerns delegation to a biased expert,

who acts strategically, but a non-biased information source. Dur and Swank (2005),

like us, analyze a model with a binary decision and continuous state space but they

consider the optimal choice of biased expert for a biased principal. The optimal

expert is one whose bias is in the same direction as the DM ’s, but less extreme,

because of the trade-off between the incentive to collect information, which is highest

for an unbiased adviser, and the need for alignment of interest. Gerardi and Yariv

(2008) study a model in which two experts engage in costly acquisition of public

signals and they analyze the optimal choice of bias and form of information collection

(simultaneous or sequential). They show that, for a moderately-biased principal, it is

optimal for both experts to have identical, extreme biases, opposite to the principal’s

bias, and to collect information sequentially. Argenziano et al (2016), like us, model

information as a sequence of binary signals (though, unlike ours, their expert makes

a single decision about how many signals to collect). Their focus too is different from

ours: they show that the DM , in the context of a Crawford-Sobel setting, prefers

to have the expert collect information and then communicate via cheap talk than

to delegate the decision, or to collect the information herself, because she is able to

induce over-investment in information acquisition by the expert, even, surprisingly,

when she cannot observe how much information has been collected. In our model

there is over-investment by the contrarian expert, but not by the conformist, in the

sense that the contrarian searches for longer, in expectation, than the DM would if

she had the same information collection technology.

The next section sets up the basics of the model. In Section 3 we introduce a

number of case studies of decision processes which we use subsequently in discussing

our results. In Section 4 we examine the case in which the adviser is fully informed.

Section 5 contains the analysis of the model of sequential costly information acquisi-

tion of soft information. In Section 6 we discuss a number of variations on this model.

Section 7 considers the case of hard evidence and Section 8 contains some concluding

remarks. Those proofs not in the text are in the Appendix.
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2 The Setting

We consider a decision-maker (DM) who must choose between two policies or

projects, denoted by d1 and d0. She has the option of making use of an expert who

potentially has more information than she has about the merits of the two choices

but who may not share her goals: relative to the DM , he may be biased in favor of

one or other of the two choices.

We suppose that ex ante DM strictly prefers one of the decisions (d0). Her

preference, however, could alter as a result of learning the information that the expert

has. Our interest is in whether it is better to use an expert who is biased in favor

of DM ’s ex ante preferred choice (a ‘conformist’) or one who is biased against it

(a ‘contrarian’). In order to focus on this question, we consider the choice between

two potential experts, denoted E0 and E1, who have symmetric but opposite biases9

relative to DM . For definiteness, we will interpret d0 as the status quo policy, and

our assumption therefore is that DM initially has a preference for the status quo,

while the conformist expert is a ‘conservative’ (biased towards the status quo) and the

contrarian is an ‘activist’ (biased towards the new policy). However, this assumption

is inessential - our interest is in the factors favoring either contrarian or conformist

experts and equivalent results would obtain if DM ’s initial preference were for d1

rather than d0.

We model the preferences of the three agents as follows. For each agent, the status

quo payoff is normalized to zero. DM ’s payoff from decision d1 varies, depending on

the underlying state of the world, between −∞ and +∞. Without loss of generality

we can redefine the set of states of the world to be Π = (−∞,+∞); that is, for each

π ∈ Π, we identify state π with the set of underlying states in which the payoff of d1

is equal to π. Expert E0 is biased against d1 in the sense that, in every state π, his

payoff from d1 is less than that of DM by a fixed amount b > 0. Symmetrically, the

corresponding payoff for E1 is always greater by b than it is for DM .

9The best expert for DM is one who shares her preferences. We consider biased experts because
we are interested in examining the relative costs of the two types of bias.

9



More precisely, DM , E0 and E1 have von Neumann-Morgenstern utility functions

defined on {d0, d1} × Π and denoted respectively by UD, U0 and U1. Ui(dj, π) is the

utility of the agent corresponding to i (DM,E0 or E1) for decision dj (j = 0, 1) in

state π. For any π ∈ Π, Ui(d0, π) = 0 (i = D, 0, 1),

UD(d1, π) = π,

U1(d1, π) = π + b

and

U0(d1, π) = π − b.

The optimal decision rule for DM , assuming she knows the state π, is therefore to

select d1 if and only if π > 0 (we assume throughout that each agent would select d0

if indifferent between the two decisions). However, E0 would select d1 if and only if

π > b, while E1’s rule would be to select d1 if and only if π > −b. In other words,

there is a conflict of interest between DM and the conformist (E0) if π ∈ (0, b] - she

would want decision d1 but the expert, influenced by his bias, would choose d0. If

π ∈ (−b, 0] there is an opposite conflict in the case that the expert is a contrarian.

We assume that the state of the world π follows a distribution F with a continuous

and strictly positive density function f and expectation µ, and that
∫∞
−∞ |π|dF < π̄

for some finite π̄ > 0. We also assume that, ex ante, DM (hence, a fortiori, E0)

strictly prefers d0 and that E1 strictly prefers d1; that is,

µ ≡
∫ ∞
−∞

πdF ∈ (−b, 0).

3 Examples

Here we give some examples of the kind of situation the above is intended to model,

with some preliminary discussion. We refer to these examples later in discussing
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applications of our results.

A. Mergers and Acquisitions

When a firm decides whether to acquire another firm there is typically an initial

phase in which the acquiring firm identifies a set of targets and performs a first

valuation analysis. It may then make an offer to the most attractive target. Once the

offer is accepted the acquirer’s team of legal and financial experts (investment banks,

law firms, financial advisors) carries out in-depth due diligence on the target firm.

The decision whether to continue with the acquisition will depend on the results of

this due diligence. We can think of the acquiring firm as the decision-maker and its

investment bank as the expert adviser. The acquirer’s initial preference, at the time

it starts the due diligence process, is in favor of acquisition.

It is plausible that any investment bank involved in a merger is biased in favor of

the merger taking place, i.e., in our terminology, the adviser in this case is typically a

conformist. As part of their compensation investment banks receive a “success fee”,

the value of which is based on the size of the acquisition price. In addition a successful

merger often leads to associated transactions that the investment bank will probably

be charged with handling, and it raises the likelihood of future business with the

acquiring firm.10

B. The Poll Tax

In the 1980s Margaret Thatcher’s UK Conservative government proposed to re-

form the system of local government finance by replacing the existing system, a tax

based on assessed property values, with a per capita flat tax on individuals, com-

monly known as the “Poll Tax”. One major motivation was to ensure that all voters

in local elections were also taxpayers and therefore had a financial stake in the spend-

ing decisions of local councils (“No Representation without Taxation”). The policy

10“Vodafone’s successful — and complex — acquisition of Mannesmann deepened the firm’s al-
ready close relationship with the telecom giant. As a result, Goldman Sachs received mandates for
a number of transactions related to the merger. ... In 2013, Goldman Sachs acted as joint finan-
cial advisor to Vodafone in its EUR10.7 billion (US14.1 billion) acquisition of Kabel Deutschland
Holding AG. ...” (Goldman Sachs (2019)).
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was developed by a small and close-knit review group of relatively junior ministers

and officials. This group presented its recommendation to a meeting of the Prime

Minister and Cabinet in such a way that it immediately became settled policy and

politically unstoppable. The reform was introduced in 1990 and was quickly revealed

to be a major political blunder. It was widely regarded as unfair by virtue of its

regressiveness, it was very difficult to collect, partly because of administrative diffi-

culties, partly because of its perceived unfairness (many people refused to pay it) and

it led to riots in the streets. Thatcher was forced out of office in late 1990 and the

Poll Tax was probably the main single cause of her political demise.

C. HS2

HS2 is a projected, and highly controversial, high-speed train line in the UK linking

London, Birmingham and parts of the North of England. Supporters claim that it

will increase economic growth and redress regional economic imbalances. Opponents

argue that there has been no convincing cost-benefit analysis to show that this is

the best way to spend such a large amount of public money (estimated to be below

£40 billion when it was first formally taken up by government in 2009, but over £80

billion by the time the decision was made to go ahead (Oakervee Review 2019)) and,

furthermore, that the associated environmental damage is out of proportion to any

benefit.

D. The Swine Flu Affair

In January 1976 there was an outbreak of a previously unknown strain of swine flu

among Army recruits at Fort Dix, New Jersey. Several hundred were infected, some

were hospitalized and one died. Swine flu was thought to have been responsible for

the 1918 pandemic and some epidemiologists believed that a major pandemic would

ensue in 1976, killing as many as one million Americans. The head of the Center for

Disease Control (CDC) persuaded President Ford to announce an immediate, and un-

precedented, program to vaccinate the entire US population within the following few

months. It was subsequently widely seen as a fiasco. Some parts of the press regarded

it as political, and based on inadequate evidence. There were delays in production of
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the vaccine, partly caused by disputes over indemnification of vaccine manufacturers,

and when vaccination finally began the program had to be halted temporarily when

a number of people died immediately after receiving the vaccine (coincidentally, but

the press had not been prepared for this eventuality). The program was finally aban-

doned because of rare side-effects. The pandemic itself never materialized. The affair

led to reputational damage for the CDC and, it has been argued, to the growth of

anti-vaccine sentiment.

Our analysis assumes that the decision to be made is a binary one (although we

discuss a partial generalization to multiple actions in Section 6 below). We would

argue that in many important cases this is an appropriate assumption. For exam-

ple, in the case of mergers and acquisitions, once the preferred target firm has been

identified and due diligence has begun the decision is in effect binary (although there

is negotiation over the price). Often a decision breaks down into a top-level binary

decision (e.g., whether or not to go to war in Iraq) together with multiple subsidiary

decisions contingent on the top-level decision (e.g., different methods of prosecuting

a war, different diplomatic alternatives to war).

Even if there are in principle many different policies that could be followed, polit-

ical considerations can often force the decision to be effectively binary. For example,

economic rationality would require an assessment of how the money allocated for

HS2 should best be spent, whether on HS2 or, perhaps, on a variety of other possible

transport projects. But, once HS2 became politically salient, it was far from clear

that this money would be available for these other projects, so the decision became

a binary one.11

There were in principle several possible alternatives to the Poll Tax, but the

review team never seriously considered a local sales tax or local income tax because

it thought they were politically out of the question (King and Crewe (2013)). That

left only a per capita tax or a reformed property tax (which was adopted after the

11“HS2 seems to have been considered almost entirely on its own merits or demerits rather than
in terms of its merits in comparison with those of other projects, whether in the field of transport
or anything else.” (King and Crewe (2013)).

13



Poll Tax was abandoned). In the swine flu affair doing nothing was regarded as out

of the question, so there were in effect two realistic options - universal vaccination or

a policy of vaccine manufacture plus stockpiling and waiting to see if the pandemic

materialized.

In each of the examples above the DM effectively made use of an expert adviser

or homogeneous team of advisers, whether an investment bank in the acquisitions

case, the review team for the Poll Tax, the minister of Transport in the case of HS2,

or the head of the CDC in the swine flu affair. In each case the adviser had a bias,

whether for structural or ideological reasons.12 In general the adviser is not formally

delegated the power to make the decision, but we would argue that de facto the

adviser’s decision is pivotal. For example, in the UK the Prime Minister does not

have the time or personnel to deal with every issue, even a large one such as HS2, so,

although the Prime Minister and Cabinet will vote on it, it is likely that the transport

minister will effectively make the decision.

4 The Static Case

We first consider the case in which the expert knows the state of nature and the

decision-maker delegates the decision to the expert. If DM were also fully informed

about π, and if π ∈ (0, b], then DM would prefer E1 since he would pick DM ’s

preferred action, d1, whereas E0 would pick d0. If π ∈ (−b, 0] then the situation is

reversed - she would prefer E0. For all other values of π, there is no conflict with

either expert, so she is indifferent between them.

Therefore, ex ante, DM strictly prefers E0 to E1 iff

∫ b

0

UD(d1, π)− UD(d0, π)dF (π) <

∫ 0

−b
UD(d0, π)− UD(d1, π)dF (π),

12Some senior Public Health officials believed that the swine flu vaccination drive would raise the
profile and prestige of Public Health professionals (Neustadt and Fineberg (1978), p.12).
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that is, iff ∫ b

−b
πf(π)dπ < 0,

and strictly prefers E1 iff the inequality is reversed. This immediately implies the

following Proposition.

Proposition 1 If the decision is delegated to a fully-informed expert then

(a) The conformist, E0, is strictly preferred by DM if

∫ 0

−b
|π|f(π)dπ >

∫ b

0

πf(π)dπ. (1)

(b) The contrarian, E1, is strictly preferred by DM if the above inequality is

reversed.

We can interpret the two sides of inequality (1) as, respectively, expected costs

of Type I and Type II errors. If we define the null hypothesis to be the statement

that the status quo, d0, is better for DM then the LHS (RHS) is the conditional

expected cost of making a Type I (II) error multiplied by the probability of doing so.

If the expected cost of a Type I (II) error is higher then the conformist (contrarian)

is better.

Proposition 1 enables us to say more about how the choice between the experts

depends on properties of F . For a plausible class of distributions F the conformist is

better if F is unimodal (single-peaked) while the contrarian is better if F is bimodal.

Note that (1) is equivalent to

∫ b

0

π[f(π)− f(−π)]dπ < 0

so that a sufficient condition for E0 to be preferred is that f(π) < f(−π) for all

π ∈ (0, b).

We refer to a distribution F with continuous, differentiable density f and mean µ

as unimodal if f has exactly one peak (local maximum). F is bimodal if f has exactly
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two peaks and one trough (local minimum). F is symmetric if f(µ − z) = f(µ + z)

for all z ∈ <.

Corollary 1 If the decision is delegated to a fully-informed expert then

(a) The conformist, E0, is strictly preferred by DM if F is unimodal and either

(i) F is symmetric or (ii) f has peak π′ ≤ −b.

(b) The contrarian, E1, is strictly preferred by DM if F is bimodal, the right-

hand peak π2 satisfies π2 ≥ b and either (i) F is symmetric or (ii) the trough π1 of f

satisfies π1 ≤ −b.

Proof (a) (i) See Figure 1; (ii) In this case f ′(π) < 0 on [−b, b] so f(π) < f(−π)

for all π ∈ (0, b). (b) (i) f is increasing on (µ, b), so, for π ∈ [0,−µ], f(−π) < f(π).

For π ∈ (−µ, b), let α(π) = max{π′|π′ < π, f(π′) = f(π)} = 2µ − π. Then f is

decreasing on (α(π), µ) and −π ∈ (α(π), µ), so f(−π) < f(π). See Figure 2; (ii)

f ′(π) > 0 on [−b, b].

For example, if the value of the project d1 is distributed normally then (a) implies

that the conformist is better. A symmetric normal distribution F with negative

mean might arise, for example, in the context of the following standard model. At

the outset π is normally distributed with zero mean and variance σ2
π. DM observes a

signal of the form π+ ε, where ε is normally distributed with zero mean and variance

σ2
ε . The realization of the signal is negative. The posterior distribution of π, which

is the distribution we describe as F , is then normal with negative mean.

For an example of a symmetric bimodal distribution, suppose that π = µ + η,

where η is symmetric with zero mean and |η| follows a gamma distribution Γ(α, λ)

with α > 2 and α− 1 > λ(b− µ). The distribution of η, hence of π, is bimodal since

|η| has density

h(x) =
λαxα−1e−λx

Γ(α)

with support [0,∞], where Γ is the gamma function. Therefore h(0) = 0, the slope

of h is also zero at x = 0, and h increases to a peak at x = (α − 1)/λ. Therefore
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Figure 1

Figure 2



both peaks of the density of π are outside [−b, b] if α− 1 > λ(b− µ). Part (b) of the

Corollary implies that the contrarian is better in this example.

In the Corollary we focus on the properties of symmetry, single-peakedness and

bimodality because they are plausible properties of payoff distributions. It should be

clear, though, that they are relevant only via their implications for the distribution

in the interval [−b, b]. For example, the contrarian is superior for any distribution,

whether bimodal or not, in which the density is low around the (negative) mean but

increasing for a sufficient interval to the right of the mean.13

A bimodal distribution corresponds to a case in which d1 is likely to be either

significantly better than the status quo or else significantly worse. Since the status quo

is better ex ante the downside of the project d1 is greater than its upside in expectation

(for a symmetric distribution) and this implies, somewhat counter-intuitively, that the

contrarian is better. The reason for this is that the disadvantage, for the DM , of

the conformist is that he will choose the status quo when there is weak but positive

evidence in favor of the project; the disadvantage of the contrarian is that he will

choose the project when there is weak but positive evidence in favor of the status quo.

Essentially, in the unimodal case there is more likely to be weak positive evidence for

the status quo than for the project, and vice versa in the bimodal case.

The result for the unimodal case is reminiscent of a result of Li and Suen (2004),

but the intuition is somewhat different to the one that they give, namely that the

conformist is better because he will only change the decision (relative to the decision

DM would have made unaided) if there is strong evidence for doing so. But DM

would also want to change her decision if there were weak (but positive) evidence

for doing so, and the contrarian will do that. The key point is whether or not the

advantage thereby gained by the DM is outweighed by the disadvantage that the

contrarian will also change the decision when there is weak (but positive) evidence

against doing so; this depends on the shape of the distribution F .

The result in part (b) of the Corollary requires, in addition to a bimodal distribu-

tion, that the bias is not too large. For a sufficiently high bias the conformist must

13For a paper which studies comparative statics across type distributions in the context of com-
munication, see Szalay (2012).
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be preferred because the limit of
∫ b
−b πf(π)dπ as b increases is µ < 0. Essentially, for

a high enough bias either expert would in effect ignore his information so DM prefers

the conformist.

The Corollary suggests that it may be useful to distinguish between ‘normal’

projects - those whose return distributions have, roughly speaking, the shape of a nor-

mal distribution - and ‘high-gain/high-risk’ projects, corresponding to the bimodal

case. Decisions about mergers and acquisitions may generally fall into the normal

category. It is plausible that the true valuation of a target firm should be distributed

approximately normally, conditional on the first valuation analysis, and that due dili-

gence should ensure that the adviser is well-informed about the state. The Corollary

therefore provides some explanation for the common practice of using an investment

bank as adviser since, as we argued in Section 3, the investment bank typically has a

bias in favor of acquisition, hence is a conformist. HS2, on the other hand, may be an

example of a ‘high-gain/high-risk’ project, suggesting that a contrarian adviser may

be advisable. Although it may turn out that there are high economic gains from the

project, it is equally plausible that the economic returns could be modest and the

political costs very high, for example because of the environmental consequences in

marginal political constituencies.14

5 Delegation with Sequential Costly Information Acquisi-

tion

We now suppose that the expert is initially uninformed but has access to a se-

quence of costly signals which are informative about the state π and can decide how

much of this information to acquire. In the previous section the utility to the DM

of the expert depended only on the extent to which the expert’s delegated decision

aligned with DM ’s preferred decision. Now it depends on two factors: (a) the de-

14One relatively likely outcome ex ante was that large amounts would be spent on developing and
starting the project before its cancellation because of unacceptable cost over-runs or for political
reasons, giving a large overall loss.
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gree of alignment with the decision eventually taken by the expert (measured with

respect to the conditional belief at the time of decision), and (b) on the quality of

the information collected, which will depend on the length of search which the expert

undertakes.

The principal delegates the decision to expert Ei. The expert chooses either to

take a decision from {d0, d1} or to pay c > 0 for a piece of information - that is, a

signal drawn from a distribution which varies with the true state π. Having observed

the signal he decides either to take a decision or to pay c > 0 for a second signal,

and continues in this way until the decision is made. There is no upper bound on

the number of signals which he can observe. If the process ends after t signals with

decision d, his overall payoff is Ui(d, π) − ct, where Ui(d, π) is the utility function

defined in Section 2. DM ’s utility in that event is UD(d, π). If the process never

ends (the expert observes infinitely many signals) DM ’s payoff is zero and we take

Ei’s to be −∞. In the analysis we assume for convenience that there is a discrete,

infinite time structure and only one signal can be acquired in a period, but this is

not necessary - an alternative interpretation is that the expert can acquire signals

arbitrarily rapidly, with the proviso that they are collected in sequence. There is no

discounting.

Let Ht be the set of histories of length t ≥ 0, with a typical element of Ht being

ht = (s0, .., st−1) for t ≥ 1, where st is the signal realization in period t. h0 is the

null history and H0 = {h0}. We denote by H the set of infinite sequences of signal

realizations. A policy σ for Ei consists of an initial choice σ0 ∈ {d0, d1, C}, where

C stands for ‘Continue’, and for each t ≥ 1, a function σt which maps Ht to the

set {d0, d1, C}. An optimal policy for Ei is one which, for any time t ≥ 0 and any

history at time t, maximizes his continuation expected utility.15 We assume that the

expert chooses such a policy.16 The question is: which type of expert is better for the

principal?

We focus on two different models of the information process, which can be regarded

15For simplicity, we assume that if indifferent between stopping and continuing the expert stops,
and if indifferent between d0 and d1 he chooses d0.

16An optimal stopping rule will exist; see DeGroot (1970).
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as polar cases: fine information and coarse information. If information is fine then

an expert with any arbitrary bias would, if he collects enough signals, learn the state

accurately enough to be able to take his optimal decision with probability arbitrarily

close to 1. If it is coarse an expert can only ever learn which of the decisions is better

for the DM . We will see that the optimal choice of expert will depend on the nature

of the information process.

First we consider the fine information case.

I. Fine Information We define a learning process by a probability distribution

Ψ over Π × H, the set of (state, signal-sequence) pairs, with marginal over Π given

by F . Ψt is the probability distribution over Π ×Ht implied by Ψ. For ht ∈ Ht, let

Φht be the expert’s conditional probability distribution over Π after he observes the

history ht. We assume that, for all t ≥ 0 and all ht ∈ Ht, Φht exists and has a finite

expectation, denoted by EΦht
(π).

Definition The information process is fine if, for any ε1 > 0 and ε2 > 0, there

exists t(ε1, ε2) such that if t > t(ε1, ε2)

prΨ[|EΦht
(π)− π| ≤ ε1] ≥ 1− ε2. (2)

In (2) the LHS is shorthand for Ψt[(π, ht) ∈ Π×Ht : |EΦht
(π)−π| ≤ ε1]. In other

words, by collecting enough signals, the ex ante probability can be made arbitrarily

close to 1 that the (state, signal-sequence) pair is such that the expert’s posterior

expectation of π is arbitrarily close to the true value of π.

Lemma 1 Suppose information is fine. Then DM ’s expected payoff, in the

sequential information acquisition model with information cost c and a contrarian

(resp. conformist) expert, approaches, as c tends to zero, DM ’s payoff when the

expert is a fully informed contrarian (resp. conformist).

The main step in the proof of Lemma 1 is to show that in the sequential infor-
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mation collection model Ei’s ex ante expected utility shortfall, relative to his full-

information optimum, is close to zero when the search cost is close to zero. An

equivalent statement then holds for DM . The implication of Lemma 1 is that if

DM would strictly prefer one expert to the other if both experts were fully informed

about the state then the same strict preference obtains in our sequential information

collection model, for low enough c. This immediately implies

Corollary 2 Suppose that the information process is fine. Then statements (a)

and (b) of Proposition 1 and statements (a) and (b) of Corollary 1 apply for the

sequential information acquisition model if c < c̄, where c̄ > 0 depends on the learning

process Ψ, hence on F .

This can be thought of as a kind of robustness result - Proposition 1 and its

Corollary are robust to the uncertainty about the state which arises endogenously

from optimal learning, as long as it is fine.

II. Coarse Information In this case we assume that in each period t ≥ 0, as

long as the expert has not stopped, he observes the realization of a binary signal, st.

Either there is a ‘positive’ signal (st = 1), which increases the expectation of π, or a

‘negative’ one (st = 0), which lowers it. Because we want to isolate the effect of the

expert’s bias we are mainly interested in information structures which are symmetric

with respect to the two decisions. In our leading example of a coarse symmetric

structure, the signals {st} follow an i.i.d. process given by: pr(st = 1|π) = α if π > 0

and pr(st = 1|π) = 1− α if π ≤ 0, where α ∈ (0.5, 1). The learning here is coarse in

the sense that, although the process will eventually reveal which of d1 or d0 is better

for DM , it will never reveal any finer information about the value of π. The fact

that the probability of the low signal conditional on the state being low equals the

probability of the high signal conditional on the state being high implies a certain

symmetry of the signal process.

More generally, by a coarse, symmetric learning process, we mean one which
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satisfies the four properties in Assumption 1 below.

We define the stochastic process W by W (0) = E(π|h0) ≡ µ and W (t) = E(π|ht)
for t ≥ 1; that is, W (t) is the conditional expectation of π at the start of period t.

For ht ∈ Ht (t ≥ 0) and j ∈ {0, 1}, let (ht, j) be the history consisting of ht followed

by the signal realization j. We denote by Ŵ the set of all values which the process

W can take; that is, Ŵ ≡
⋃
ht∈H{E(π|ht)}. We assume for convenience that 0 ∈ Ŵ .

Assumption 1 (Coarse, Symmetric Learning):

(i) (Markov) For any t ≥ 0, W (t+ 1) depends only on W (t) and st;

(ii) Given any history ht ∈ H, E(π|(ht, 0, 1)) = E(π|(ht, 1, 0)) = E(π|ht);

(iii) Ŵ is symmetric about 0; that is, if π̃ ∈ Ŵ then −π̃ ∈ Ŵ ;

(iv) w ≡ sup(Ŵ ) > b.

The Markov assumption, (i), implies that the learning process is coarse in the sense

that the effect of a signal on the expectation of π depends only on the expectation prior

to the signal but not on the particular path of realizations that led to that expectation.

(i) and (ii) together imply that this expectation moves through the discrete set Ŵ one

step at a time: it moves up one after a positive signal and down one after a negative

one. (ii) and (iii) imply symmetry of the learning process in two senses. By (ii), a

positive and a negative signal cancel each other out at any stage, and, by (iii), starting

from a position of indifference between the two decisions (on the part of DM), any

sequence in which the number of positive signals less the number of negative signals

is n > 0 moves the expectation of π up by the same amount as a sequence with n

net negative signals would move it down. The symmetry assumption rules out the

possibility that, for example, it is more costly to gather positive information about d1

than to gather positive information about d0. (iv) ensures that learning is worthwhile

for DM - with enough positive evidence, d1 is optimal for either expert and also,

by symmetry, i.e., by Assumption 1(iii), enough negative evidence makes d0 optimal

since w < −b, where w ≡ inf(Ŵ ).
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We maintain Assumption 1 for the remainder of this subsection. Our leading

example17 mentioned above satisfies Assumption 1 if the initial distribution F at the

time of delegation, when t = 0, derives from an earlier prior distribution (F0) over Π

which is symmetric about zero and satisfies EF0(π|π > 0) > b, and, before time zero,

there have been some public signals of the form described, the realizations of which

have mostly been negative. Then w = EF0(π|π > 0) and w = −w: as positive signals

accumulate the conditional expectation converges to EF0(π|π > 0), and as negative

ones accumulate it converges to EF0(π|π ≤ 0).18

For one situation which may plausibly be modeled by a coarse symmetric process,

consider a DM who is a politician who is only interested in how much the proposed

project, or policy, will increase or decrease her party’s chances of winning the next

election. The only available advisers care about this too but also have an ideological

position, one way or the other. Since the detailed effects of the policy are difficult for

the electorate to predict or understand, the available evidence which can be collected

can only give diffuse information on its electoral effect - it cannot give useful infor-

mation on exactly how many votes will be won or lost, but it can give a fairly clear

idea, if enough is collected, whether it will be positive or negative.

The One-Signal Case Before analyzing the infinite-horizon model we briefly con-

sider the case in which the expert has at most one signal to observe before taking

the decision. Denote the signal realization by s. By Assumption 1, and 0 ∈ Ŵ ,

17The leading example is the most natural one, but other processes satisfy Assumption 1. For
example, take any set Π1 ⊂ Π such that Π1 and Π/Π1 are symmetric, i.e., π ∈ Π1 if and only if
−π ∈ Π/Π1, and E(π|π ∈ Π1) > b. Then replacing (−∞, 0] by Π/Π1 and (0,∞) by Π1 in the
definition of the leading example (and making the symmetry assumption described in the current
paragraph) gives such a process. It is worth mentioning that coarse learning is also equivalent to
the following behavioral (not necessarily Bayesian) rule. In a given sample of signals, let n+ and n−
denote respectively the numbers of positive and negative signals and let n = n+ − n−. Given this
sample, DM selects d1 if and only if n > 0, E0 selects d1 iff n > ρ for some ρ > 0 and E1 does so
iff n > −ρ.

18For a continuous, non-degenerate, symmetric, mean-zero distribution F0, denote EF0(π|π > 0)
by w+ and let p(t) denote pr(π > 0|ht). Then W (t) = (2p(t)− 1)w+. Letting ν(t) = p(t)/(1− p(t)),
Bayes’ Rule gives ν(t) = α(1 − α)−1ν(t − 1) if st−1 = 1, i.e. if there is a positive signal at t − 1.
Therefore ν(t) increases without bound if all signals are positive, hence p(t) → 1 and W (t) → w+.
Standard results (e.g. Blackwell and Dubins (1962)) also imply that if π > 0 p(t) converges almost
surely to 1.
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E(π|s = 1) ≤ 0 < b, so E0 will not pay for the signal because d0 would be optimal

for him regardless of the signal realization. If E(π|s = 0) ≥ −b then E1 would not

pay for the signal either, for the same reason. In that case the DM has no use for an

expert - she should simply take decision d0. On the other hand, if E(π|s = 0) < −b
then E1 will, if the cost of the signal is low enough, pay for the signal, and choose d0 if

s = 0, d1 if s = 1. However, DM prefers d0 regardless of the signal (strictly if s = 0),

so the conformist (or, equivalently, non-delegation) is better. The conclusion is that

the contrarian has more incentive to collect information than the conformist but the

contrarian’s misalignment of interest with DM makes him inferior to the conformist.

We will see that the finding that the contrarian searches more for information applies

also in the infinite-horizon case and that, unlike in the one-signal case, it implies, for

low search costs, that the contrarian is then strictly better both than the conformist

and than non-delegation.

The Infinite-Horizon Case Our infinite-horizon model is a version of the classical

sequential decision problem (see Wald (1947)).

It is well known that there is a unique19 optimal policy for Ei and this policy takes

a threshold form.

Proposition 2 For any search cost c > 0, there exist W i(c) ∈ Ŵ and W i(c) ∈ Ŵ ,

(i = 0, 1), where

W 0(c) ≤ b ≤ W 0(c), W 1(c) ≤ −b ≤ W 1(c)

and, omitting the dependence on c, W 1 = −W 0, W 0 = −W 1 and W 1 < W 0 (hence

W 1 < W 0), such that

(i) Ei’s optimal policy is: at any time t, (1) stop and choose d0 if W (t) ≤ W i, (2)

stop and choose d1 if W (t) ≥ W i, and (3) otherwise continue;

(ii) (a) limc→0W i(c) = w, limc→0W i(c) = w. (b) W i(c) (resp. W i(c)) is increasing

(resp. decreasing) in c. (c) limc→∞W 0(c) = limc→∞W 0(c) = b and limc→∞W 1(c) =

19Given our assumption in footnote 15.
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limc→∞W 1(c) = −b.

Some of the results in this Proposition are standard but, for completeness, we

provide a full proof in the Appendix.

Assuming the initial expectation W (0) lies in the continuation interval of the

chosen expert, the process stops when the expectation reaches one or other end-point

of this interval. Because of their opposite biases E1’s interval is shifted to the left,

compared with E0’s interval. The fact that each of the two intervals is symmetric

to the other, about zero, follows from the fact that E0 and E1 are symmetric with

respect to the two decisions, because of their utility functions and the symmetry of

the information process (Assumption 1). (ii) implies that if c is low enough the expert

will stop only when the conditional expectation is close to its minimum or maximum.

If c is high enough then the expert does not search but instead takes an action in

period 0. Note that the Proposition implies that, for low enough c, either expert will

be aligned with DM , in the sense that, when they take a decision, the posterior belief

will be such that the decision is optimal for DM .

Figure 3

W (0) 0
W 0 W 0

︷ ︸︸ ︷E0’s search region

W (0) 0
W 1 W 1︸ ︷︷ ︸

E1’s search region

Proposition 3 If the learning process is coarse and symmetric, W (0) ∈ (−b, 0)

and c is low, the contrarian, E1, is preferred to the conformist.

25



Proof By our assumptions w < −b < W (0) = µ < 0. By Proposition 2(iii)

limc→0W 0(c) = w, so there exists ĉ such that if c < ĉ, W 0(c) < W (0) < 0 < W 1(c).

Assume that c < ĉ. Then either expert would search (and, moreover, would choose

DM ’s optimal choice on stopping). Let W̃t(z) be the random process followed by

the expectation of π beginning at time zero with E(π) = z. W (t) is then equal to

W̃t(µ). Given (x, y, z) ∈ Ŵ 3 such that x < z < y, let θ((x, y); z) be the probability

that W̃t(z) hits x before it hits y.

Conditional on the process W (t) hitting W 1 before it hits W 0, DM prefers E0

to E1 since E1 would at this point stop and choose d1, whereas E0 would continue

searching. The conditional expected payoff increment which DM obtains in that

event from E0 (compared with E1) is θ((W 0,W 0);W 1)(−W 0). This is because20 the

decision would only differ from d1 if W 0 is hit before W 0, in which case the benefit

of d0 over d1 is −W 0.

Symmetrically, conditional on hitting W 0 before W 1, DM prefers E1 to E0 by

(1− θ((W 1,W 1);W 0))(W 1)

and, by symmetry, this is equal to θ((W 0,W 0);W 1)(−W 0). Since the payoff advan-

tage of E0 conditional on hitting W 1 before W 0 equals the payoff advantage of E1

conditional on hitting W 0 before W 1, the question is which of these thresholds is

more likely to be hit first. That is, E1 is strictly better for DM than E0 if

θ((W 0,W 1);W (0)) > 1− θ((W 0,W 1);W (0)).

By the Optional Stopping Theorem, DM ’s expected payoff from stopping when either

W 0 orW 1 is reached, and choosing d1 in either case, equals the current expected payoff

from d1, so

θ((W 0,W 1);W (0))W 0 + [1− θ((W 0,W 1);W (0))]W 1 = W (0).

20This argument relies on the Optional Stopping Theorem; see the proof of Proposition 2(i).
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Therefore, since W 0 = −W 1,

[1− θ((W 0,W 1);W (0))]− θ((W 0,W 1);W (0)) =
W (0)

W 1

< 0

since W (0) = µ < 0. QED

As the proof of Proposition 3 shows, if c is low enough that each expert’s con-

tinuation interval strictly contains 0 either expert would, on making a decision, be

aligned with DM , so the reason that the contrarian is preferred is that he will search

for longer, which benefits DM . Essentially, the contrarian searches more because the

initial expectation is further from the endogenously determined decision threshold in

the case of the contrarian than in the case of the conformist. As can be seen from

Figure 3, W (0) is closer to the middle of the search interval for the contrarian than

for the conformist, by virtue of symmetry and the fact that W (0) < 0. That is, the

conformist, E0, is comparatively likely to stop early, and choose his preferred option;

the chance of E1 doing so is lower because E0’s preferred option, d0, is ex ante likely

to be better than d1. If, in fact, d1 is better then E0 will probably search for longer

because he is more reluctant to stop and choose d1 than E1 is; similarly, if d0 is bet-

ter then E1 will search for longer. But ex ante d0 is more likely to be better so in

expectation it is the contrarian who will search longer. The contrarian is more likely

to find evidence that he does not ‘like’ and so to search for longer, implying a higher

likelihood of making the correct decision.

A related observation is that the contrarian is more likely to take account of

evidence which goes against his bias: W (0) is closer to W 1 than it is to W 0 so the

contrarian, E1, is more likely to end up choosing d0 (at W 1) than E0 is to choose d1

(at W 0). In other words, because d0 is ex ante more likely to be better E1 is more

inclined to act on evidence in favor of d0 than E0 is to act on evidence in favor of d1.

The fact that the choice between experts hinges on which will search for longer

distinguishes the coarse from the fine information case. When information is fine the

potential conflict of interest between the expert and DM does not vanish when the

expert collects enough information. In this case DM still benefits, in expectation,
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from the collection of more information but, when c is low, and hence a large amount

of information is collected by either expert, the optimal choice between the two experts

depends overwhelmingly on which has a greater conflict of interest.

There is a parallel between the findings that the contrarian is superior for coarse

information structures and for fine information structures when the initial distribution

F over π is bimodal. In the coarse case, if the expert searches for long enough, his

posterior expectation will converge either to w or to w. That is, the distribution

of the limit belief is bimodal. However, the underlying reason for the superiority of

the contrarian differs across the two cases. In the coarse case, the reason is that

the contrarian will search more; in the fine bimodal case, it is that the contrarian

has a lower expected conflict of interest when the two decisions are relatively finely

balanced.

Proposition 3 may shed light on the Poll Tax and swine flu episodes. In each

case, the likely effects of the policies were not clearly amenable to precise prediction,

but it could have been reasonably well predicted, with enough research, whether or

not they were the better policy. The Poll Tax review team were conformists in the

sense that they were biased towards Thatcher’s initially-preferred policy. Proposition

3 would then suggest that they would not look hard enough at the available choices

before making the decision. Similarly, it would suggest that Ford, rather than effec-

tively allowing the head of the CDC, David Sencer, to make the decision about the

immunization program, should have delegated it to a more sceptical official or body.

According to King and Crewe (2013), ‘[N]umerous other interested parties..might

have been expected to have views about - and possibly even to harbour doubts about

- the wisdom and practicality of introducing a flat-rate tax. But the new policy had

already been adopted before any of them were informed and consulted’. One civil

servant told King and Crewe that the review team never seriously addressed the issue

of compliance.

Two political scientists who studied the swine flu decision process concluded that

Sencer did not search hard enough for contrary evidence: ‘Sencer concentrated on

the worst case in the short run. So did his superiors. Had they thought equally hard
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about the likely case in the long run - side effects and suits but no pandemic - the

issue of diminishing credibility for CDC would have loomed large. ... Had [Sencer] not

sought control of operations it would be still better’ (Neustadt and Fineberg (1978)).

One of the decision-makers told them: ‘Hell, the thing that was needed in planning

the program was a day around the table brainstorming Murphy’s Law: “If anything

can go wrong, it will”’. (Neustadt and Fineberg (1978)).

6 Variations on the Model

I. Other Mechanisms

Instead of delegating the decision to the expert, DM could, in principle, use some

other mechanism. Suppose that this mechanism takes the form of a message space M

and a function ρ which maps M to ∆({d0, d1}), the set of probability distributions

over {d0, d1}. The interpretation is that after collecting all the signals he wants to

collect, the expert sends a message toDM and the mechanism then outputs a decision.

Delegation is equivalent to a mechanism in which, for some m0 ∈M , ρ0(m0) = 1 and,

for some m1 ∈ M , ρ1(m1) = 1, where ρ(m) = (ρ0(m), ρ1(m)). In this setting, DM

can do no better, if the information process is coarse, than to delegate the decision if

she uses an adviser:

Lemma 2 In the coarse information case, if the expert is E0 then delegation is

an optimal mechanism for DM . If the expert is E1 then there is a threshold ĉ such

that if c ≤ ĉ delegation is an optimal mechanism for DM and otherwise it is optimal

for DM to take the decision herself.

Essentially, the reason for this is that any communication mechanism with com-

mitment, if it responds to the expert’s information, is equivalent to delegation because

the decision is binary. In framing the mechanism design problem in this way we make

several implicit assumptions. Firstly, the information which the expert collects is

soft, i.e., non-verifiable. Secondly, the DM is not able to make decision-contingent or
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message-contingent money payments to the expert. Thirdly, the DM cannot design

a dynamic mechanism which the expert must play through time, as information col-

lection takes place. The latter may, for example, be due to the fact that she cannot

observe how many signals the expert collects, perhaps because the expert, as men-

tioned above, may be able to collect arbitrary numbers of signals, sequentially, within

a period.

Alternatively, DM could use a communication game without commitment - that

is, the expert decides when to stop searching and then sends a cheap-talk message to

DM who then decides what action to take. Clearly, this cannot be better for DM

than the optimal mechanism with commitment.21

When the information process is fine the issue of which mechanism is optimal is

substantially more complicated. Consider, for example, a stochastic mechanism with

two messages, m0 and m1; after m0 the probability of decision d0 is α and after m1 it

is β 6= α. Because of the garbling the expert has less incentive to collect information

than in the delegation mechanism. Depending on the distribution of π, this could

improve DM ’s expected payoff, relative to delegation. For example, if there is a high

probability that π is in the conflict-of-interest region, DM may want the expert to

make the decision with imperfect information. Characterizing the optimal mechanism

in this case seems challenging.

II. More than Two Actions

Although, as we argued in Section 3, many important decisions in business, politics

and other arenas boil down in practice to binary choices, many other decision problems

have a higher dimension than two. Here we show that many of our results extend to

at least some decision frameworks with more than two potential actions.

Suppose that there is a set D = {d1, ..., dn} of actions available and that D

is partitioned into two disjoint non-empty sets D0 and D1, where D = D0 ∪ D1

and D0 ∩ D1 = ∅, such that Ei (i = 0, 1) is biased towards decisions in Di. More

21It can be shown that, for small c, there is an equilibrium of this communication game which is
equivalent to the equilibrium of the delegation game.

30



specifically, there is a payoff vector (π1, ..., πn) which is distributed according to a joint

distribution function H. DM ’s payoff from action dj is UD(dj, πj) = πj, whereas Ei’s

payoff is Ui(d
j, πj) = πj + b if dj ∈ Di, and otherwise Ui(d

j, πj) = πj.

For example, it may be that E0 is politically right-leaning and policies in D0 are

business-friendly, whereas E1 is left-leaning and D1 consists of actions which favor

protection of the environment. Note that there is no conflict of interest between DM

and either expert within an action category, but there is a conflict of interest across

actions in different categories.

Assume that the experts are ex-ante better informed than DM and know which

action within each category, D0 or D1, is the best action; call these best actions d0

and d1 respectively. However, they do not know the exact payoff of each action and,

consequently, do not know which of the two potentially optimal actions, d0 or d1,

is indeed better for DM . Denote max{πj|dj ∈ Di} by πi (i = 0, 1) and π1 − π0

by π. Let F be the distribution over π induced by H and assume that EF [π] < 0.

This framework is then equivalent to the binary-action model studied above. E0 is a

conformist because he is biased in favor of the group of actions which has the higher

ex ante expected payoff.

If the expert does not initially know the ranking of payoffs within each set Di but

can acquire costly signals about each action and the information process is fine (i.e.,

each πi can be learned with arbitrary precision if enough signals are collected) then

our results above for the fine information setting will apply.

In contrast to the binary-action setting DM will always do better in this multiple-

action framework by delegating the decision to E0 than by taking the decision herself.

Note however, that an information revelation mechanism with commitment could

dominate delegation in this case.22

22Che, Dessein and Kartik (2013) consider a similar problem in which a biased advisor recommends
an action (out of n) to an uninformedDM . There is no problem of information collection; the authors
concentrate on the issue of truthful information revelation. They show that a revelation mechanism,
in which the expert panders his recommendation towards conditionally better looking actions, is
better for DM than delegation.
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III. Discounting

If information is coarse and DM discounts the future, using a relatively low dis-

count factor δ, then there is potentially a conflict for DM between speed of decision

and accuracy of decision. As we have seen, E1 provides (for low enough c) the more

accurate decision (because he searches longer in expectation), but E0 is faster (in the

case in which there are fixed discrete times at each of which at most one signal can

be observed). If δ is low enough then E0 will be preferred. It is clear, on the other

hand, that Proposition 3 will still apply if DM is sufficiently patient. Furthermore,

it is straightforward to show that if the expert also discounts the future, in addition

to paying the per-period information-gathering cost, the form of his optimal strategy

will be as given in Proposition 2. As c goes to zero and the discount factor simultane-

ously goes to 1 the continuation interval expands to fill the interval (w,w). Therefore

a small amount of discounting does not affect our result that E1 is preferred to E0.

Similarly, it is easy to see that a small amount of discounting would not affect our

conclusions for the fine information case.

7 Hard Evidence

In the previous sections we assumed that the information collected by the expert

is soft (i.e., unverifiable). In this section we consider a setting in which the expert may

have hard evidence, such as documents and other kinds of data, which are informative

about the state of nature π. We focus on the incentives to disclose evidence.23 That

is, there is a single period and the expert may, or may not, already be in possession

of hard evidence. The evidence (or lack of it) which a given expert Ei has defines

his type. The structure of evidence which we assume is the one introduced by Dye

(1985), which has been widely used in the economics and accounting literatures to

analyze disclosure. In a Dye-evidence model, the agent either has no evidence or else

has evidence which proves his type. We denote by φ ∈ (0, 1) the probability that

23But see the remark at the end of this section about a model in which the expert must search
for evidence.
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he has evidence. If he has evidence, he can choose between disclosing this evidence

and disclosing nothing. Otherwise, he can disclose nothing. We assume that there is

a finite set of possible types. Most of the literature on evidence disclosure assumes

type-independent preferences (e.g., Grossman (1981), Milgrom (1981), Glazer and

Rubinstein (2004, 2006) and Hart, Kremer and Perry (2017)), an assumption which

does not apply in our setting. However, since there are only two possible actions, our

model satisfies simple type dependence as defined by Ben-Porath, Dekel and Lipman

(2019) (BDL) and so we make use of their results.

We can either consider a disclosure game (without commitment by DM) or a

mechanism (with commitment). The disclosure game has two stages. In stage 1 Ei

makes a cheap-talk announcement of a type and either submits evidence which proves

his type or else submits no evidence (which, formally, we refer to below as submitting

t0). If he does not have any evidence then he can only submit t0, in addition to

sending a cheap-talk message. At stage 2, the DM , having observed the message and

the disclosed evidence, chooses either d0 or d1. The mechanism is the same except

that the mechanism itself defines the stage 2 choice, and DM is committed to it.

We denote the finite set of types by T . Each type in T has strictly positive

probability, given by the prior distribution over π and the evidence-generating process.

The type without evidence is denoted by t0 ∈ T . For any t ∈ T , let π(t) be the expert’s

posterior expectation of π, derived from the prior on π and the evidence corresponding

to t (so π(t0) = µ). We assume that T contains types t such that π(t) ∈ (0, b) and also

types t such that π(t) ∈ (−b, 0); that is, there is strictly positive probability that the

evidence creates a conflict of interest between the expert, of either type, and DM .24

A deterministic mechanism is a function ρ : T × T → {d0, d1}. Here ρ(tj, tk) = di

means that after the expert has claimed to be type tj ∈ T and submitted evidence

tk ∈ T , the decision is di. It is incentive-compatible for Ei iff, for all t, ti ∈ T ,

E(Ui(ρ(t, t), π)|t) ≥ E(Ui(ρ(ti, t0), π)|t) (it is optimal for him to prove his type if he

24To see that simple type dependence is satisfied take, e.g., E0. Using the notation of BDL (2019)
p. 533, let ui(d0) = 0, ui(d1) = 1 and let T+

i = {t ∈ T |π(t) > b}. By our assumption that E0 prefers
d0 when π = b this represents his preferences. Let v(d0, t) = 0 and define v̄i(t) in such a way that
v(d1, t) = π(t).
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can).25 By Theorem 1 of BDL, there is an optimal incentive-compatible mechanism for

DM which is deterministic, and there is a perfect Bayesian equilibrium (PBE) of the

disclosure game which has the same outcome function (mapping types to decisions)

as this optimal mechanism. The following Proposition shows that the contrarian is

the superior expert in this setting.

Proposition 4 In the Dye-evidence model:

(i) If the expert is a conformist then, in any mechanism, and hence in any equilib-

rium of the disclosure game, the decision-maker’s expected payoff is strictly less than

her first-best optimal expected payoff;

(ii) If the expert is a contrarian then there is an incentive-compatible mecha-

nism, and a Perfect Bayesian Equilibrium of the disclosure game, which achieves the

decision-maker’s optimal payoff for any π.

Proof (i) We show that any pure strategy PBE of the disclosure game is subop-

timal for DM . This implies, by Theorem 1 of BDL, that any mechanism, whether

deterministic or stochastic, is also suboptimal. In any pure strategy equilibrium the

decision taken after evidence is submitted is pinned down by the posterior belief

corresponding to the evidence, so there are potentially three types of equilibrium,

distinguished by what happens after no evidence is submitted, whether (a) the de-

cision varies with the cheap talk message, (b) the decision is d0, or (c) the decision

is d1. Case (a) is equivalent to delegation since E0 can simply withhold evidence, if

there is any, and select his optimal decision via the cheap-talk message. This is sub-

optimal for DM since, for some types of E0, E0’s optimal action differs from DM ’s.

Case (b) too is equivalent to delegation - if E0 prefers d1 then he must have evidence

which persuades him that d1 is better and this evidence will also persuade DM since

she is less biased against d1 than E0 is. If E0 prefers d0 he can withhold evidence.

Equilibria of type (c) are suboptimal for DM since d1 is suboptimal in the event that

no evidence exists.26

25By the appropriate Revelation Principle (Bull and Watson (2007), Deneckere and Severinov
(2008)) there is no loss of generality in restricting to incentive-compatible mechanisms in which the
cheap-talk messages are type-declarations.

26Equilibria of types (a) and (b) always exist; those of type (c) exist if φ, the probability that
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(ii) In the case of the contrarian, E1, an incentive-compatible first-best optimal

mechanism is as follows. ρ(t, t′) = d0 if t′ = t0 or if π(t′) ≤ 0. Otherwise ρ(t, t′) = d1.

It is optimal for E1 to submit evidence if he has it since he can induce d1 if and only

if he has evidence which gives rise to a posterior expectation of π greater than zero,

in which case he prefers d1 to d0. It is also optimal for him to tell the truth in the

cheap-talk message. It is straightforward to construct a corresponding equilibrium of

the disclosure game. QED

Essentially, the reason that the contrarian is better than the conformist is that,

if there is no evidence at all, then d0 is optimal for DM - in a sense, d0 is the

‘incumbent’ decision. But that implies that the conformist has an incentive to deviate

by suppressing evidence in favor of d1. There is no corresponding incentive for the

contrarian since suppressing evidence can only induce his less-favored decision. To

put the point another way, the contrarian has more incentive to submit evidence

because he is the one who wants to change the decision-maker’s mind. The reasoning

behind this result clearly relies on the structure of evidence being as assumed by Dye

(1985) - in effect, the evidence, if any, is either indivisible or else revelation of part

of it exposes the existence of other parts. While this assumption is appropriate for

many contexts27 clearly there are other forms of evidence which may obtain in other

contexts.

We have assumed that the two experts have the same absolute size of bias b. Note,

however, that Proposition 4 does not require this. For any size of bias b ∈ (0, 1), the

first-best is achievable, and the equilibrium is as described above, when the expert

is a contrarian with this bias. Furthermore, for any strictly positive bias, there is no

first-best equilibrium when the expert is a conformist.

Here, unlike in Section 5, we have assumed that the expert does not engage in

costly search for information. Consider an alternative model in which the expert

evidence exists, is not too low. Which equilibrium is best for DM depends on the value of φ. There
is a threshold for φ below which the outcome function of (a) and (b) is better and above which that
of (c) is better.

27For example, Che and Severinov (2017) use an evidence-disclosure model of this kind to study
the effect of legal advice about a client’s disclosure decision.
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initially has no evidence but he can search for it and, with some probability, such

evidence exists. Each period of search costs c > 0 and implies a fixed strictly positive

probability of finding the evidence, if it exists. As soon as he discovers evidence he

plays the disclosure game above; as long as he has not found any evidence he decides

in each period either to search for another period or to stop and play the disclosure

game. The DM cannot observe the number of periods of search. In equilibrium

he searches until either he discovers evidence or the posterior probability that none

exists reaches a threshold, which depends on c. It is straightforward to show that, for

small c, the equilibrium outcomes of this game approximate those in the static game

analyzed above.

8 Concluding Remarks

The advantages of allowing, indeed encouraging, dissenting voices in the context

of policy debates have long been known. (See Dewatripont and Tirole (1999) for an

analysis of the merits of adversarial advocacy). Our results suggest some advantages

that contrarians may have which extend beyond their value in the context of debate. A

contrarian is less likely to suppress negative evidence, more likely to act on information

which is contrary to his initial bias, and more willing to exert effort to collect more

information. On the other hand, the optimal choice of expert depends on the nature

of the informational environment. In particular, if the decision payoff is normally-

distributed and information is soft and fine then a conformist expert has the advantage

that a conflict of interest with the principal is less likely than it would be with a

contrarian.

At a fundamental level, the choice between a contrarian and a conformist hinges

on which has the greater conflict of interest with the DM . In the fine non-verifiable

information case this is directly evident. In the cases of verifiable information and

coarse non-verifiable information the contrarian has the lesser conflict because in each

case he is the one who is more inclined, directly or indirectly, to choose the option he

‘dislikes’, which in turn is due to the fact that this option is the one favored by the
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initial beliefs. In the verifiable information case, the conformist is (compared to the

contrarian) unwilling to reveal evidence against his ‘own’ action because that action

is the default. In the coarse information case, the contrarian is more likely to end up

choosing the option he ‘dislikes’, when it is in fact optimal, because, since that option

is ex ante favored, he is likely to search for longer then the conformist.

9 Appendix

Proof of Lemma 1 Given t ≥ 1 and (π, ht) ∈ Π×Ht, let µi(π, ht) be Ei’s utility

shortfall, relative to Ei’s full-information optimum, if he stops at t. In the case of

E1 (the definition for E0 is similar) this is defined by (i) µ1(π, ht) ≡ π + b if π > −b
and EΦht

(π) ≤ −b, (ii) µ1(π, ht) ≡ −π − b if π ≤ −b and EΦht
(π) > −b, and (iii)

µ1(π, ht) ≡ 0 otherwise (e.g., in case (i), the optimum decision is d1, giving payoff

π + b, but E1’s choice is d0, giving payoff zero). Then a policy with stopping time T

is ex ante optimal for Ei if it minimizes

EΨ[µi(π, hT ) + cT ],

that is, the ex ante expectation, with respect to the joint distribution over π and

(infinite) signal sequence, of the total search cost plus the utility shortfall when the

decision is taken. Note that an optimal policy must be ex ante optimal.

For each cost c > 0, fix a particular optimal policy for Ei (i = 0, 1) and denote it

by σi(c). Without loss of generality, suppose the expert is E1.

Claim 1 Given any ξ > 0, there exists a time τ̂(ξ) such that if t > τ̂(ξ)

EΨµ1(π, ht) < ξ.

That is, if E1 adopts the policy of stopping at t, regardless of the history, and tak-

ing the optimal decision given the updated belief at the stopping time, the ex ante

expectation of the utility shortfall is bounded by ξ.
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Proof of Claim 1 Given t > 0,

EΨ(µ1(π, ht)) =

∫
Π

EΨ(µ1(π, ht)|π)dF (π).

Since
∫∞
−∞ |π|dF < π for some finite π, there exists K > 0 such that

∫
{π:|π|>K}

|π|+ b dF (π) <
ξ

2
.

Therefore, since µ1(π, ht) ≤ |π|+ b for all (π, ht),

EΨ(µ1(π, ht)) ≤
∫
{π:|π|≤K}

EΨ(µ1(π, ht)|π)dF (π) +
ξ

2
.

If π ∈ (−b− ξ/2,−b+ ξ/2) then µ1(π, ht) < ξ/2 for all ht (for example, if −b− ξ/2 <
π < −b the utility shortfall is either zero or −π − b < ξ/2). Hence, it is sufficient to

show that EΨ(µ1(π, ht)|π ∈ D) < ξ/2, where

D ≡ {π ∈ Π : |π| ≤ K, π /∈ (−b− ξ/2,−b+ ξ/2)}.

If π /∈ (−b− ξ/2,−b+ ξ/2) then µ1(π, ht) > 0 only if |EΦht
(π)− π| > ξ/2 (otherwise

π and the posterior expectation of π lie on the same side of −b). By the definition

of a fine information process, for any ε2 > 0, there exists t(ξ/2, ε2) such that if

t > t(ξ/2, ε2),

prΨ[|EΦht
(π)− π| > ξ/2|π ∈ D]prΨ(π ∈ D)

+prΨ[|EΦht
(π)− π| > ξ/2|π /∈ D]prΨ(π /∈ D) < ε2,

so

prΨ[|EΦht
(π)− π| > ξ/2|π ∈ D] <

ε2
prΨ(π ∈ D)

,

hence

EΨ(µ1(π, ht)|π ∈ D) <
(K + b)ε2
prΨ(π ∈ D)

since µ1(π, ht) has an upper bound of K + b on D. To prove the Claim, take ε2 =
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[ξprΨ(π ∈ D)][2(K + b)]−1.

Claim 2 The ex ante expected utility shortfall to E1 from the optimal policy

σ1(c) converges to zero as c goes to zero.

Proof of Claim 2 Take a decreasing sequence of costs c1, c2, ..., ci, .., converging

to zero, and η > 0 (where η is small). Take ci in the above sequence such that

τ̂(η/2)ci < η/2. Then, by Claim 1, the sum of the expected shortfall and the expected

cost from the policy of stopping at t = τ̂(η/2) is less than (η/2)+(η/2) = η. A fortiori

the same is true of σ1(ci), since the latter is optimal, and so the expected shortfall

from σ1(ci) is less than η for high enough i. This proves Claim 2.

For h ∈ H, let dc1(h) be the final decision made if the strategy is σ1(c) and the

signal sequence is h; also, let Hc
1 ≡ {h ∈ H : dc1(h) = d1}. By Claim 2, E1’s expected

payoff from his optimal policy converges to his full-information optimum, i.e.,

limc→0

∫
{(π,h):h∈Hc

1}
(π + b)dΨ =

∫ ∞
−b

(π + b)dF (π).

The full-information optimal policy for E1 is to choose d1 if and only if π > −b, which

implies choosing d1 with probability 1 − F (−b). Therefore Claim 2 implies that, in

the limit as c→ 0, E1 chooses d1 with probability 1−F (−b) in the sequential model,

i.e., limc→0Ψ({(π, h) : h ∈ Hc
1}) = 1− F (−b), so

limc→0

∫
{(π,h):h∈Hc

1}
πdΨ =

∫ ∞
−b

πdF (π).

This proves the Lemma.

Proof of Proposition 2 (i) W (t) is a time-homogeneous Markov process and

therefore the optimal decision at t is determined by W (t), independently of t.

Suppose first that the expert is E0. If it is optimal for him at time t to stop and

choose d0 then it must be that W (t) ≤ b; conversely, if it is optimal for him to stop

and choose d1 then W (t) > b. For some W (t) it must be optimal to stop and choose
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d0, otherwise for any W (t) it would be optimal to choose d1 immediately; however, if

W (t) < b then choosing d0 is strictly better than this.

Define W 0 as the maximum of values of W (in the discrete set Ŵ ) such that it is

optimal for E0 to stop and choose d0 at conditional expectation W . Then W 0 ≤ b.

Consider any w′ < W 0. It must be strictly optimal to stop when the expectation is

w′. This is because if the expectation is to reach b from w′ it must pass through W 0,

at which point the process will end with decision d0; since d0 is optimal whether E0

stops now or continues, it is suboptimal to continue.

A symmetrical argument applies to high values of W (t), so we conclude that E0’s

optimal policy takes a threshold form, with thresholds W 0 and W 0 > W 0.

The two experts have preferences which are symmetric with respect to the two de-

cisions and, by Assumption 1, the stochastic processes determining W (t) and −W (t)

are also symmetric. It follows that if d0 and d1 are interchanged and −W (t) replaces

W (t) the problem faced by E1 is identical to the one faced by E0. Hence there exist

thresholds W 1 and W 1 > W 1 such that E1 stops and chooses d0 if W (t) ≤ W 1,

stops and chooses d1 if W (t) > W 1, and otherwise continues. Symmetry implies

that W 0 = −W 1 and W 1 = −W 0. Suppose that W 1 ≥ W 0. If W (t) = W 0 then

E0 stops and chooses d1 and it is weakly optimal for E1 to continue. Let θ be the

probability that E1 eventually chooses d0 conditional on W (t) = W 0 (in the case

W 0 = W 1, this is the probability of choosing d0 if he deviates at t by continuing and

thereafter plays his optimal strategy). Then the additional expected payoff to E0,

compared with stopping now, from continuing and following E1’s optimal strategy, is

θ(−W 1 + b)− ct̃, where t̃ is the expected time to stopping, conditional on W (t) = W 0

and E1’s strategy being followed. To see this, note that since W is a bounded mar-

tingale and the stopping time is almost surely finite, the Optional Stopping Theorem

(see Williams (1991)) implies that the expected payoff from stopping at W 1 or W 1,

whichever is hit first, but choosing d1 in either event, is equal to the current expected

payoff from d1. Therefore the expected payoff, ignoring search costs, to E0 if he

follows E1’s strategy, less his current expected payoff from d1, is the probability of

choosing d0 times his expected payoff increment in that event, which is −W 1 +b. The
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corresponding expected payoff increment for E1, compared with choosing d1 now, is

θ(−W 1 − b)− ct̃, so if E1 weakly prefers to continue, E0 strictly prefers to continue.

This shows that W 0 > W 1.

(ii) (a) Suppose that the expectation at time t, W (t), satisfies w < W (t) < b and

E0 is the chosen expert. For a given cost c, compare E0’s expected payoff from (a)

stopping now and choosing d0 (the optimal choice conditional on stopping) and (b)

an alternative strategy of continuing at t and thereafter stopping only when either

{W ≤ W (t)} is next hit or b + η (η > 0) is hit, whichever comes first, in the first

case choosing d0 and in the second case choosing d1. The additional expected payoff

of (b) over that of (a) is θ̂(η)− ct̂, where θ̂ is the probability of hitting b+ η first and

t̂ is the expected stopping time. This is because, in the event of hitting b + η first,

DM ’s expected gain from d1 rather than d0 is b+ η and so E0 gains this, less his bias

parameter b. Since t̂ is finite,28 this quantity is strictly positive for low enough c so

it cannot be optimal to stop when the expectation is W (t). A symmetric argument

for the case W (t) ≥ b then establishes the result. (b) To prove monotonicity of

W 0(c) (the proof for W 0(c) is similar), consider c and c such that 0 < c < c and

suppose that W 0(c) < W 0(c). Denote by σ0(c) E0’s optimal strategy when the cost

is c. Conditional on W (t) = W 0(c), the expected gain from playing σ0(c) rather than

σ0(c) in the continuation, when the cost is c, is given by θ̂(W 0(c) − b) − ct̂, where θ̂

is the probability, conditional on W (t) = W 0(c), of hitting W 0(c) before W 0(c) and t̂

is the expected stopping time of σ0(c), conditional on W (t) = W 0(c). By definition,

θ̂(W 0(c) − b) − ct̂ ≥ 0. Therefore θ̂(W 0(c) − b) − ct̂ > 0, which contradicts the fact

that it is optimal for E0 to stop at W 0(c) when the cost is c. (c) For high enough c

it is clearly suboptimal to search. QED

Proof of Lemma 2 Suppose E1 is the expert and take an optimal mechanism, ρ∗,

for DM , together with an optimal strategy for E1, given the mechanism. This is a

search strategy together with a message strategy which maps the posterior expectation

of π, after search stops, to a probability distribution over messages. Suppose that the

28By the analysis of the gambler’s ruin problem; see Cox and Miller (1965).
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mechanism is responsive to the expert, in the sense that there exist messages m and

m′ in M such that ρ(m) 6= ρ(m′).

We can take the expert’s type to be his posterior expectation of π. Given type

π ∈ Π and decision d ∈ {d0, d1}, let pr(d|π) be the probability of decision d when the

expert has type π. Suppose that there exist π, π′ and π′′ in Π such that pr(d0|π) <

pr(d0|π′) < pr(d0|π′′). Then pr(d0|π′) ∈ (0, 1) and so, by our tie-breaking rule (the

expert chooses d0 when indifferent) type π′ has a profitable deviation, either to the

message strategy of type π′′, if he weakly prefers d0 to d1, or to that of type π, if

he strictly prefers d1. This contradiction shows that there can only be two values of

pr(d0|π) as π varies. Therefore, without loss of generality, we can assume that the

optimal mechanism, ρ∗, has only two messages: m0, sent by types who weakly prefer

d0, and m1, sent by types who strictly prefer d1.

Let ρ∗1(m1) ≡ β and ρ∗1(m0) ≡ α < β. If ρ∗ is not a delegation mechanism then

0 < β − α < 1 (for a delegation mechanism β − α = 1). Suppose the optimal

mechanism is not a delegation mechanism. If, when he stops, E1 strictly prefers d1

(and hence sends message m1) his expected payoff, gross of search cost, is β(π + b);

if he prefers d0 it is α(π + b). That is, the model is equivalent to a sequential search

model as analyzed in the text except that the payoffs are given by Ũ1(d1, π) = β(π+b)

and Ũ1(d0, π) = α(π + b). Adapting the proof of Proposition 2, it follows that E1’s

search strategy is defined by thresholds W 1(α, β, c) ≤ −b and W 1(α, β, c) ≥ −b,
where we can take it that W 1(α, β, c) < 0 < W 1(α, β, c), otherwise DM would do

better not to use the expert, and choose d0 instead, so the optimal mechanism would

not be responsive to the expert.

Let DM ’s expected payoff, given ρ∗, when E1 uses this strategy be VD(α, β, c).

Suppose that DM considers instead a mechanism ρ′ characterized by α′ and β′, where

α′ ≤ α and β′ ≥ β, with at least one of these inequalities strict.

DenoteW 1(α′, β′, c) byW ′
1, W 1(α′, β′, c) byW

′
1, W 1(α, β, c) byW 1 andW 1(α, β, c)

by W 1.

Then W ′
1 ≤ W 1 and W

′
1 ≥ W 1. To see this, suppose that W ′

1 > W 1. Given

parameters (α, β), E1 strictly prefers to continue at W ′
1 (recall our assumption that
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E1 stops if indifferent). Given (α′, β′), the expected cost, at W ′
1, of continuing and

using the thresholds W 1 and W 1 is the same as for (α, β), but the expected benefit is

higher. This is because this expected benefit in the case of (α, β) is (β − α)(W 1 + b)

multiplied by the probability of reaching W 1 before W 1, whereas in the case of (α′, β′)

it is (β′−α′)(W 1+b) multiplied by the same probability. Therefore it must be optimal

to continue at W ′
1 given parameters (α′, β′). Contradiction. The case W

′
1 < W 1 is

ruled out similarly.

VD(α′, β′, c) > VD(α, β, c), where VD(α′, β′, c) isDM ’s expected payoff given mech-

anism ρ′, when E1 uses his corresponding optimal strategy. To see this, note that,

conditional on reaching W 1 before W 1, VD(α, β, c) = αW 1, whereas, using the nota-

tion and arguments of the proof of Proposition 3, conditional on reaching W 1 before

W 1,

VD(α′, β′, c) = α′W 1 + (1− θ((W ′
1,W

′
1);W 1)(β′ − α′)W ′

1 ≥ α′W 1 ≥ αW 1.

A similar argument shows that VD(α′, β′, c) ≥ VD(α, β, c) conditional on reaching

W 1 before W 1; furthermore, at least one of these two inequalities is strict. This shows

that a non-delegation mechanism which is responsive to the expert can be improved

upon. A similar argument gives the same conclusion for E0.

If the expert is E0 then delegation is weakly better for DM than the optimal

non-responsive mechanism (i.e., taking action d0 for sure). If the expert is E1 then

delegation is better than taking action d0 for sure if and only if c is sufficiently low,

so that W 1(c) < 0 < W 1(c). QED
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