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Interactive fixed effects are a popular means to model unobserved heterogene-
ity in panel data. Models with interactive fixed effects are well studied in the
low-dimensional case where the number of parameters to be estimated is small.
However, they are largely unexplored in the high-dimensional case where the
number of parameters is large, potentially much larger than the sample size
itself. In this paper, we develop new econometric methods for the estimation
of high-dimensional panel data models with interactive fixed effects. Our esti-
mator is based on similar ideas as the very popular common correlated effects
(CCE) estimator which is frequently used in the low-dimensional case. We
thus call our estimator a high-dimensional CCE estimator. We derive theory
for the estimator both in the large-T -case, where the time series length T tends
to infinity, and in the small-T -case, where T is a fixed natural number. The
theoretical analysis of the paper is complemented by a simulation study which
evaluates the finite sample performance of the estimator.

Key words: panel data; interactive fixed effects; CCE estimator; high-dimensional
model; lasso.
JEL classifications: C13; C23; C55.

1 Introduction

A very popular and widely used framework in panel data econometrics are models
with interactive fixed effects. In its simplest form, the model is given by the equation

Yit = β>Xit + γ>i Ft + εit (1.1)

for 1 ≤ t ≤ T and 1 ≤ i ≤ n, where i is the cross-section index and t the time series
index, Yit is a real-valued response variable, Xit is a vector of p regressors and β is the
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unknown parameter vector of length p. The error structure of the model comprises
two components: a standard idiosyncratic error term εit and the interactive fixed
effects component γ>i Ft, where Ft is a vector of unobserved factors and γi is a vector
of unobserved factor loadings. The regressors Xit are allowed to be correlated with
the factors Ft and the loadings γi, which induces endogeneity issues in model (1.1).
The interactive fixed effects in (1.1) allow to model unobserved heterogeneity in a
quite flexible manner, in particular, much more flexibly than standard fixed effects
ai and bt in a model of the form Yit = β>Xit + ai + bt + εit.

In recent years, ever larger economic panel data sets have been collected, with
many of them being high-dimensional in the following sense: the number of available
explanatory variables p is very large, potentially even larger than the sample size nT
itself. To deal with such high-dimensional data structures, new econometric methods
are required. In this paper, we study a high-dimensional version of the panel model
(1.1) with interactive fixed effects. Our main contribution is to develop a novel
estimator of the high-dimensional parameter vector β in this model and to derive
theory for it. The idea behind the estimator is to eliminate the unobserved factors by
transforming the model. More specifically, we apply a particular projection matrix
to the model equation which (approximately) eliminates the factors. Hence, our
approach is based on the same philosophy as the common correlated effects (CCE)
method of Pesaran (2006): we “project away” the unobserved factors. We thus
call our estimator a high-dimensional CCE estimator. Nevertheless, it is markedly
different from the original CCE estimator. The main reason is that in the high-
dimensional case, it is much more difficult to “project away” the factors. To achieve
this, a completely new approach to construct the projection matrix is required.

In the traditional low-dimensional case where the number of regressors p is small
and fixed, model (1.1) has been analyzed extensively in the literature. Presumably
the most popular estimator of β in this traditional setting is the CCE estimator of
Pesaran (2006). We will come back to this estimator in Section 4, where we discuss
it in detail. Since its introduction, the CCE estimator has become a standard tool
in panel data econometrics, giving rise to a whole new strand of the literature with
numerous extensions such as Kapetanios et al. (2011), Chudik et al. (2011), Pesaran
and Tosetti (2011), Chudik and Pesaran (2015), Westerlund (2018), Westerlund
et al. (2019), Juodis et al. (2021) and Juodis (2021) to name just a few.

There are several alternatives to the CCE estimator which can be used to es-
timate β in the low-dimensional case. The most important one is a least squares
approach which simultaneously estimates the target vector β and the factor struc-
ture consisting of the vectors γi and Ft. This approach was originally studied in
Bai (2009) and theoretically further explored in Moon and Weidner (2015) among
others. The philosophy behind this approach is quite different from that of the
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CCE method: rather than eliminating the factors and the corresponding loadings,
these are estimated as additional parameters. One disadvantage of this least squares
approach is that the criterion function to be minimized is not convex. Hence, to
compute the estimator, one needs to solve a non-convex optimization problem. Re-
cently, least squares estimation with nuclear norm penalization has been proposed
to overcome this problem. The resulting estimator minimizes a convex criterion
function and can thus be efficiently computed by standard methods from convex
optimization. It has, however, the disadvantage that its convergence rate is fairly
slow in general. Recent studies on nuclear norm penalized estimators for panel data
models with interactive fixed effects include Chernozhukov et al. (2018), Beyhum
and Gautier (2019) and Moon and Weidner (2019).

Whereas panel models with interactive fixed effects are well studied in the low-
dimensional case, they are largely unexplored in high dimensions. Indeed, the lit-
erature on high-dimensional panels in general is quite limited. High-dimensional
panel models with random and fixed effects have been considered in Kock (2013,
2016), Belloni et al. (2016) and Kock and Tang (2019): Kock (2013) derives theory
for bridge estimators in both random and fixed effects models, while Kock (2016)
analyzes a model with a hybrid error structure that is in-between random and fixed
effects. Belloni et al. (2016) introduce the so-called cluster-lasso to estimate the
unknown parameters in a model with an individual fixed effect. Finally, Kock and
Tang (2019) use desparsified-lasso techniques to perform inference in a dynamic
panel model with fixed effects. Econometric methods for high-dimensional panel
models with interactive fixed effects have been developed in Lu and Su (2016) and
Belloni et al. (2019): Lu and Su (2016) extend the least squares method of Bai
(2009) to a high-dimensional dynamic panel model by adding a group-lasso penalty.
However, they only consider a situation where p grows fairly slowly with the sam-
ple size. Belloni et al. (2019) develop nuclear norm penalized estimation methods
for high-dimensional quantile panel regression. A high-dimensional version of the
panel partial factor model, which is closely related to panel models with interac-
tive fixed effects, is investigated in Hansen and Liao (2019). Notably, none of the
mentioned studies consider extensions of the popular and simple-to-implement CCE
approach of Pesaran (2006). As discussed in more detail in Section 4, the reason is
that the CCE approach breaks down in high dimensions and naive extensions to the
high-dimensional case fail dramatically.

In this paper, we develop an estimator which can be regarded as a non-trivial
extension of the CCE approach to high dimensions. We consider a high-dimensional
version of the panel model with interactive fixed effects examined in Pesaran (2006).
A detailed description of the model together with the technical assumptions imposed
on the model components is provided in Section 2, while identification issues are
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discussed in Section 3. Our estimator is constructed step by step in Section 4. Its
theoretical properties are analyzed in Section 5. Notably, in contrast to most of
the literature on panel models with interactive fixed effects, we not only study the
large-T -case where both n and T tend to infinity, but also derive theoretical results
for the small-T -case where n tends to infinity and T is a fixed natural number.
The methodological and theoretical analysis of the paper is complemented by a
simulation study in Section 6. Our methods are implemented in the R package
ccehd which can be downloaded at https://github.com/ChriWalsh/ccehd.

Notation. Matrices are denoted by bold letters, whereas scalars and vectors are
printed in normal font. For a vector x = (x1, . . . , xq)

> ∈ Rq and a set S ⊆ {1, . . . , q},
we let xS = (xi : i ∈ S) be the vector which consists of the entries xi with i ∈ S
only. Moreover, ‖x‖ = (

∑
i x

2
i )

1/2 is the Euclidean norm of x, ‖x‖1 =
∑

i |x1| its
`1-norm, and ‖x‖∞ = maxi |xi| its `∞-norm. The symbols ψmin(A) and ψmax(A) are
used to denote the minimal and maximal eigenvalue of a square matrix A ∈ Rq×q.
In addition, we sometimes write ψ1(A) ≥ ψ2(A) ≥ . . . ≥ ψq(A) to denote the
eigenvalues of A (in decreasing order). For a general (not necessarily square) matrix
A = (aij), ‖A‖, ‖A‖1, ‖A‖∞ and ‖A‖max are its spectral norm, `1-norm, `∞-norm
and elementwise norm, respectively. In particular, ‖A‖ = ψ

1/2
max(A>A), ‖A‖1 =

maxj
∑

i |aij|, ‖A‖∞ = maxi
∑

j |aij| and ‖A‖max = maxij |aij|. The symbol A−

stands for the generalized inverse of a matrix A and the symbol Iq for the q × q

identity matrix. Sometimes, we also write I instead of Iq for short. Finally, the
indicator function is denoted by 1(·) and the cardinality of a set S by |S|.

2 Model framework

2.1 Data structure

We observe a sample of panel data {(Yit, Xit) : 1 ≤ t ≤ T, 1 ≤ i ≤ n} with real-
valued random variables Yit and Rp-valued random vectors Xit = (Xit,1, . . . , Xit,p)

>,
where n is the cross-section dimension and T the time series length. The dimension
p of the random vector Xit is allowed to be large, potentially much larger than the
dimensions n and T . We consider the following two scenarios:

(i) the large-T -case where both n→∞ and T →∞
(ii) the small-T -case where n→∞ but T is a fixed natural number.

Asymptotic statements are thus understood in the sense that n→∞ (and T →∞
in the large-T -case).
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2.2 Model equations

We consider a high-dimensional version of the linear panel data model with interac-
tive fixed effects analyzed in Pesaran (2006). The model has the form

Yit = β>Xit + γ>i Ft + εit (1 ≤ t ≤ T, 1 ≤ i ≤ n), (2.1)

where β = (β1, . . . , βp)
> is the unknown parameter vector, Xit is the vector of

regressors, εit is the idiosyncratic error component with E[εit] = 0 for all i and
t, and γ>i Ft is the interactive fixed effects part of the error. More specifically,
Ft = (Ft,1, . . . , Ft,K)> is a K-dimensional vector of unobserved factors and γi =

(γi,1, . . . , γi,K)> is a vector of (unknown) individual-specific factor loadings. The
regressors in (2.1) are supposed to have the structure

Xit = ΓiFt + Zit, (2.2)

where Γi ∈ Rp×K is a matrix of individual-specific factor loadings and Zit is the
idiosyncratic part of the regressors with E[Zit] = 0 for all i and t. This structure
implies that the regressors Xit are correlated with the error terms eit = γ>i Ft+εit via
the interactive fixed effects. In matrix notation, model (2.1)–(2.2) can be formulated
as

Yi = X iβ + F γi + εi with X i = FΓ>i +Zi (1 ≤ i ≤ n), (2.3)

where Yi = (Yi1, . . . , YiT )>, X i = (Xi1 . . . XiT )>, F = (F1 . . . FT )>, εi = (εi1, . . .

. . . , εiT )> and Zi = (Zi1 . . . ZiT )>. Following Pesaran (2006), one may additionally
include observed factors in model (2.1)–(2.2) and allow for heterogeneous parameter
vectors βi = β+ ηi with i.i.d. disturbances ηi. For simplicity of exposition, however,
we ignore these extensions in the sequel.

The main difference of model (2.1)–(2.2) from Pesaran’s original model is that the
dimension p of the regressors Xit = (Xit,1, . . . , Xit,p)

> is large, possibly much larger
than the overall sample size nT . Without structural constraints on the parameter
vector β, model (2.1)–(2.2) is not estimable in general. As usual in the literature on
high-dimensional statistics, we impose a sparsity constraint on β. In particular, we
assume that the set S = {j : βj 6= 0} of non-zero components of β has cardinality
s := |S| considerably smaller than the sample size nT . Hence, only a small subset
of regressors is active, that is, enters the model with a non-zero coefficient. Precise
conditions on the size of the sparsity index s are provided below.

In contrast to the number of regressors p, the number of unknown factors K is
assumed to be small as in Pesaran’s low-dimensional version of the model. Assuming
that K is comparably small makes sense as K plays a role analogous to the number
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of active regressors s rather than the total number of regressors p. In principle, it
is possible to allow K to grow slowly with the sample size. However, for simplicity
of exposition, we assume throughout the paper that K is a fixed natural number.

2.3 Assumptions

The components of model (2.1)–(2.2) are assumed to satisfy the following regularity
conditions:

(M1) The factors Ft are independent of the loadings γi and Γi, the idiosyncratic
components of the regressors Zit′ and the idiosyncratic errors εit′ for all i, t
and t′. For all t and k, it holds that E|Ft,k|θ ≤ C <∞ for some θ > 8.

(M2) The factor loadings γi and Γi are independent from Zi′t and εi′t for all i, i′

and t. Moreover, they are independent across i with means γ = E[γi] and
Γ = E[Γi] and uniformly bounded fourth moments.

(M3) The idiosyncratic errors εit are independent from Zi′t′ for all i, i′, t and t′.
Moreover, they are independent across i. For all i and t, it holds that E[εit] = 0

and E|εit|θ ≤ C <∞ for some θ > 8.

(M4) The variables Zit are independent across i. For all i, j and t, it holds that
E[Zit,j] = 0 and E|Zit,j|θ ≤ C <∞ for some θ > 8.

The assumption in (M3) that εit is independent from Zi′t′ for all i, i′, t and t′ is
only for convenience. It can be replaced by the following weaker assumption at
the cost of a more involved notation in the proofs: The idiosyncratic errors εit
have the form εit = ν(Zit)ηit, where ν(·) is a non-negative volatility function with
supz∈Rp ν(z) ≤ C < ∞ and ηit are random variables with zero mean and unit
variance that are independent from Zi′t′ for all i, i′, t and t′. In the large-T -case, we
assume in addition to (M1)–(M4) that the model variables form weakly dependent
time series processes that satisfy the following mixing conditions:

(M5) Let α(m) be non-negative real numbers which decay exponentially fast to 0

as m→∞, in particular, α(m) ≤ Cam for some 0 ≤ a < 1 and C > 0.

(a) For each k, the time series Fk,T = {Ft,k : 1 ≤ t ≤ T} is strongly mixing
with mixing coefficients αFk,T (m) ≤ α(m).

(b) For each i, the time series Ei,T = {εit : 1 ≤ t ≤ T} is strongly mixing with
mixing coefficients αεi,T (m) ≤ α(m).

(c) For each i and j, the time series Zij,T = {Zit,j : 1 ≤ t ≤ T} is strongly
mixing with mixing coefficients αZij,T (m) ≤ α(m).
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Conditions (M1)–(M5) are very similar to the assumptions in Pesaran (2006). How-
ever, unlike there, we do not impose any linearity and stationarity assumptions on
the involved time series. In particular, the factors need not be stationary. It is in
principle possible to drop assumption (M5) in the large-T -case and to do without
any conditions on the time series dependence of the model variables as in the small-
T -case. However, then we could not fully account for the time series information
in the data. As a consequence, we would obtain a slower convergence rate for our
estimator of the parameter vector β. For simplicity, the mixing coefficients in (M5)
are assumed to decay to zero exponentially fast. It is possible though to allow for
sufficiently fast polynomial decay instead.

In order to construct a consistent estimator of the parameter vector β, we have
to make sure that the dimension p is not too large and the true parameter vector
β is sufficiently sparse. Besides (M1)–(M5), we thus need some restrictions on the
dimension p and the sparsity index s.

In the large-T -case, we impose the following conditions on the dimension para-
meters n, T , p, s and K in the model:

(D`1) The dimensions n, T and p are such that n(θ/2)−1/T � p and T (θ/2)−1/n� p,
where an,p,T � bn,p,T means that bn,p,T/an,p,T ≤ C(npT )−ξ for some small
ξ > 0 and θ is specified in (M1), (M3) and (M4).

(D`2) The set S = {j : βj 6= 0} of non-zero components of β has cardinality s := |S|
with s = o(min{n, T}/ log(npT )).

(D`3) The number of factors K is a fixed natural number with K < T and K ≤ p.

(D`1) essentially says that p is not allowed to grow too quickly in comparison to
n and T . To better understand the restrictions on p, let us consider the special
case n = T . In this case, the two restrictions of (D`1) simplify to (nT )(θ/4)−1 � p.
Hence, how fast p can grow in comparison to the sample size nT depends on how
many moments θ the model variables Ft, Zit and εit have. If all moments exist, θ
can be chosen as large as desired and p can grow as any polynomial of nT . If θ is
quite small in contrast, say θ = 8 + δ for some small δ > 0, then p can only grow
slightly faster than the sample size nT . (D`2) imposes constraints on the growth of
the sparsity index s, that is, on the number of non-zero components of β. As one
can see, s is restricted to grow slightly more slowly than min{n, T}. In the special
case n = T , in particular, s can only grow slightly more slowly than

√
nT .

In the small-T -case, our conditions on the dimension parameters n, T , p, s and
K are as follows:
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(Ds1) The dimensions n and p are such that n(θ/4)−1 � p, where an,p � bn,p means
that bn,p/an,p ≤ C(np)−ξ for some small ξ > 0 and θ is specified in (M1), (M3)
and (M4).

(Ds2) The set S = {j : βj 6= 0} of non-zero components of β has cardinality s := |S|
with s = o((np)−2/θ

√
n/ log p).

(Ds3) The number of factors K is a fixed natural number with K < T and K ≤ p.

(Ds1) puts restrictions on the growth of p. Analogously to the large-T -case, the more
moments θ exist, the faster p is allowed to grow in comparison to n. In particular, if
all moments exist, then p can grow as any polynomial of n. (Ds2) imposes constraints
on the growth of the sparsity index s. As can be seen, the more moments θ exist,
the faster s is allowed to increase. In particular, if all moments exist, then s can
grow almost as fast as

√
n. In contrast, if only a few moments exist, say θ = 8 + δ

for some small δ > 0, then s must grow considerably more slowly than
√
n.

3 Identification

Model (2.3) contains the following unobserved components: the parameter vector β,
the factor structure Θfac = {F , {γi,Γi}ni=1} consisting of the factors and their load-
ings, and the idiosyncratic structure Θidio = {Zi, εi}ni=1 consisting of the idiosyn-
cratic part of the regressors and the idiosyncratic errors. Importantly, the parameter
vector β, the factor structure Θfac and the idiosyncratic structure Θidio are in general
not identified. Put differently, the parameter vector β, the factor structure Θfac and
the idiosyncratic structure Θidio which satisfy the model equations in (2.3) and the
assumptions of Section 2.3 are in general not unique.

In what follows, we show that the parameter vector β and the number of factors
K are identified if certain additional constraints are imposed. That the factor struc-
ture Θfac (apart from K) and the idiosyncratic structure Θidio remain unidentified
is no problem at all for our methods and theory. For our theoretical arguments
to work, it suffices to consider some factor structure Θfac and some idiosyncratic
structure Θidio such that the model equations and the technical conditions are ful-
filled. Which version is considered does not matter. Since we work with different
identification constraints in the large-T and the small-T -case, we discuss these two
cases separately.

3.1 Identification in the large-T -case

In order to identify the number of factors K, we impose the following condition on
the factors Ft:
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(ID`1) It holds that ∥∥∥E[ 1

T

T∑
t=1

FtF
>
t

]
−Ω

∥∥∥ = O
( 1√

T

)
,

where Ω is an invertible (symmetric) K ×K matrix. Without loss of gener-
ality, Ω = IK .

To better understand the constraints on the factors Ft in (ID`1), it is instructive to
consider the special case that the time series {Ft} is (weakly) stationary. In this
case, (ID`1) simplifies to the assumption that E[FtF

>
t ] = Ω with some invertible

matrix Ω. Put differently, (ID`1) is equivalent to assuming that the matrix E[FtF
>
t ]

has full rank. Moreover, setting Ω = IK makes the factors orthonormal in the sense
that E[Ft,kFt,k′ ] = 0 for all k 6= k′ and E[F 2

t,k] = 1 for all k.
We can assume without loss of generality that Ω = IK in (ID`1) for the fol-

lowing reason: For any invertible matrix M , it holds that ΓiFt = (ΓiM )(M−1Ft)

and γ>i Ft = (γ>i M)(M−1Ft). As Ω is invertible and symmetric, we in particular
have that ΓiFt = (ΓiΩ

1/2)(Ω−1/2Ft) and γ>i Ft = (γ>i Ω1/2)(Ω−1/2Ft). Hence, we
can replace Ft by the rescaled version F̃t = Ω−1/2Ft, which has the property that
E[T−1

∑T
t=1 F̃tF̃

>
t ] = IK +Op(T

−1/2) under (ID`1). This shows the following: If the
factors Ft satisfy (ID`1) with some invertible matrix Ω, then we can renormalize
them such that Ω = IK .

In addition to (ID`1), we impose the following assumption on the mean loading
matrix Γ = E[Γi] ∈ Rp×K :

(ID`2) The minimal and the maximal eigenvalue ψmin(Γ>Γ/p) and ψmax(Γ>Γ/p) of
the matrix Γ>Γ/p are such that 0 < cmin ≤ ψmin(Γ>Γ/p) ≤ ψmax(Γ>Γ/p) ≤
cmax <∞ for some fixed constants cmin and cmax.

(ID`2) is a standard condition in the literature on high-dimensional approximate
factor models; see e.g. Fan et al. (2013) and Bai and Liao (2016). By imposing it,
we focus on the case where the factors are strong. Under (ID`2), the eigenvalues of
Γ>Γ/p are strictly positive for all p, which implies that the matrix Γ has full rank
K for all p. In the high-dimensional setting with p � K, this full-rank condition
seems quite natural: As the number of factors K is much smaller than the number
of regressors p, one can expect that all factors are needed to express the information
in the p regressors, which is equivalent to saying that Γ has full rank. Under (ID`1)
and (ID`2), we can prove the following identification result.

Lemma 3.1. Let (M1)–(M5) and (D`1)–(D`3) be satisfied. If (ID`1)–(ID`2) are
fulfilled, then the number of factors K in model (2.3) is unique for sufficiently large
n.
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The proof of this as well as the subsequent lemmas on identification can be found
in Appendix A.

We next turn to identification of β. In the high-dimensional case with p poten-
tially larger than the full sample size nT itself, there is of course no way to identify
β in general. However, we can get identification if we restrict attention to parameter
vectors β with certain properties. Specifically, we focus on vectors β which are s-
sparse, that is, which have at most s non-zero components. As we will see, under
certain constraints, there is a unique s-sparse parameter vector β which satisfies
model (2.3). In order to formulate the precise identification result, we introduce
some notation: Let LF = {F v : v ∈ RK} be the column space of the matrix F and
Π = I − F (F>F )−F> the projection matrix onto the orthogonal complement of
LF . Since ΠF = 0 by construction, applying Π to the model equation in (2.3) yields
ΠYi = ΠX iβ + Πεi. Stacking the projected model equations ΠYi = ΠX iβ + Πεi

for all i, we obtain the model

Y ⊥ = X⊥β + ε⊥, (3.1)

where

Y ⊥ =


ΠY1

...

ΠYn

 , X⊥ =


ΠX1

...

ΠXn

 , ε⊥ =


Πε1

...

Πεn

 .

In order to identify the s-sparse parameter vector β, we impose a restricted eigen-
value (or compatibility) condition on the design matrix X⊥ in model (3.1). Such
a condition is very common in high-dimensional statistics (see e.g. Bühlmann and
van de Geer, 2011) and can be formulated as follows.

Definition 3.1. A matrix A ∈ RnT×p fulfills the restricted eigenvalue condition
RE(I, ϕ) for some index set I ⊆ {1, . . . , p} and a constant ϕ > 0 if

‖bI‖2
1 ≤
‖Ab‖2

nT

|I|
ϕ2

for all b with 3‖bI‖1 ≥ ‖bIc‖1.

We assume that with probability tending to 1, the design matrix X⊥ satisfies the
RE(I, ϕ) condition for all I ⊆ {1, . . . , p} with |I| ≤ 2s. More formally:

(ID`3) It holds that

P
(
X⊥ fulfills RE(I, ϕ) for all I ⊆ {1, . . . , p} with |I| ≤ 2s

)
≥ 1− cn,T ,

where ϕ > 0 is a fixed constant and {cn,T} is a sequence of non-negative
numbers with cn,T → 0.
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Under (ID`3), the parameter vector β is identified in the following sense.

Lemma 3.2. Let (M1)–(M5) and (D`1)–(D`3) be satisfied. If (ID`1)–(ID`3) are
fulfilled, then the s-sparse parameter vector β in model (2.3) is unique for sufficiently
large n.

How reasonable are the restricted eigenvalue conditions onX⊥ in (ID`3)? It can
be shown that (ID`3) is implied by an analogous assumption on the idiosyncratic
matrix Z = (Z>1 . . .Z

>
n )>. Specifically, Lemma S.7 in the Supplementary Material

shows that (ID`3) is implied by the following condition:

(ID`3’) It holds that

P
(
Z fulfills RE(I, ϕ) for all I ⊆ {1, . . . , p} with |I| ≤ 2s

)
≥ 1− cn,T ,

where ϕ > 0 is a fixed constant and {cn,T} is a sequence of non-negative
numbers with cn,T → 0.

As the matrix Z does not depend on the factors F , it has a completely standard
structure and can be regarded as an “ordinary” design matrix in a setting with
sample size nT and dimension p. Hence, imposing a restricted eigenvalue condition
on Z is as restrictive or unrestrictive as imposing such a condition on the design
matrix in a plain vanilla high-dimensional linear model. Notably, it is possible to
verify that Z fulfills (ID`3’) under certain distributional assumptions. Theorem 1
in Raskutti et al. (2010), for example, shows that (ID`3’) is satisfied if the random
vectors Zit are independent across i and t and Zit ∼ N(0,Λ) with ψmin(Λ) ≥ c > 0

and max1≤j≤p Λjj ≤ C < ∞. This result remains to hold true when the variables
Zit are non-Gaussian with sufficiently light tails; see e.g. Theorem 7 in Javanmard
and Montanari (2014).

3.2 Identification in the small-T -case

When T is small and fixed, we only have a finite sample of factors F1, . . . , FT avail-
able. Hence, we cannot invoke the law of large numbers as T →∞. To overcome this
limitation, we condition on the factors Ft in the small-T -case.4 We thus conduct our
analysis for a fixed realization f1, . . . , fT of the random variables F1, . . . , FT . Since
the factors are independent of the other model components by (M1), conditioning on
Ft = ft for all t is the same as treating the factors as fixed deterministic parameters.
Using the notation f = (f1 . . . fT )>, we assume that these parameters satisfy the
following condition:
4Conditioning on the factors is not uncommon in the literature on panel models with interactive
fixed effects. See e.g. Bai (2009) and the literature following this approach.
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(IDs1) The matrix f>f/T = T−1
∑T

t=1 ftf
>
t has full rank. Without loss of general-

ity, it holds that f>f/T = IK .

Given this normalization of the factors, we impose analogous conditions as before
on the average loading matrix Γ = E[Γi] and the design matrix X⊥:

(IDs2) The matrix Γ = E[Γi] ∈ Rp×K fulfills the conditions from (ID`2).

(IDs3) It holds that

P
(
X⊥ fulfills RE(I, ϕ)

for all I ⊆ {1, . . . , p} with |I| ≤ 2s
∣∣∣F = f

)
≥ 1− cn,

where ϕ > 0 is a fixed constant and {cn} is a sequence of non-negative
numbers with cn → 0.

According to (IDs3), the design matrix X⊥ satisfies the RE(I, ϕ) restriction for all
index sets I ⊆ {1, . . . , p} with |I| ≤ 2s with probability tending to 1 conditionally on
F = f . Similar to the large-T -case, it is possible to connect (IDs3) to an analogous
condition on the matrix Z. In Lemma S.8 in the Supplementary Material, we in
particular show that (IDs3) is implied by such a condition onZ if (M1)–(M4), (Ds1)–
(Ds3) and (IDs1)–(IDs2) are satisfied and the variables Zit fulfill some additional
restrictions. Under (IDs1)–(IDs3), we obtain an identification result which parallels
that in the large-T -case.

Lemma 3.3. Let (M1)–(M4) and (Ds1)–(Ds3) be satisfied. If (IDs1)–(IDs3) are
fulfilled, then the number of factors K and the s-sparse parameter vector β in model
(2.3) are unique for sufficiently large n conditionally on F = f .

4 Estimation methods

A very popular technique to estimate the parameter vector β in the low-dimen-
sional case is the common correlated effects (CCE) approach of Pesaran (2006).
In the high-dimensional case, however, this estimation technique breaks down and
straightforward extensions are not possible. In this section, we construct a novel
estimator which does work in high dimensions. As it is similar in spirit to the CCE
approach, we call it a high-dimensional CCE estimator. The section is structured
as follows: First, we outline the general strategy to estimate β which underlies both
our and the CCE approach. We then explain why the CCE estimator collapses in
high dimensions and why there is no easy way to fix it. Finally, we introduce our
estimation approach and give some heuristic discussion why it works.
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4.1 A general estimation strategy

A general strategy to estimate β in the panel data model (2.3) with interactive
fixed effects is to eliminate or “project away” the unknown factors from the model
equation by a suitable transformation and then to apply regression techniques to
the transformed data.

To formalize this idea, we first consider the oracle case where the factors Ft are
observed. In this case, the model equation Yi = X iβ + F γi + εi can be regarded
as a partitioned regression model, where the factors F are additional regressors and
the design matrix is given by (X i F ). The factors can be eliminated as follows: As
already defined above, let LF = {F v : v ∈ RK} be the column space of the factor
matrix F and

Π = I − F (F>F )−F>

the projection matrix onto the orthogonal complement of LF . Since ΠF = 0 by
construction, we can pre-multiply the model equation by Π to get that

ΠYi = ΠX iβ + ΠF γi + Πεi

= ΠX iβ + Πεi,

thus “projecting away” the factors F . An estimator of β can be obtained by ap-
plying regression techniques for high-dimensional linear models to the transformed
data {(ΠYi,ΠX i) : 1 ≤ i ≤ n}. Specifically, running a lasso regression on the
transformed data leads to the estimator

β̂oracle
λ ∈ argmin

b∈Rp

{
1

nT

n∑
i=1

∥∥ΠYi −ΠX ib
∥∥2

+ λ‖b‖1

}
,

where λ > 0 is the penalty constant of the lasso. If p is much smaller than the
sample size nT (in particular, in the low-dimensional case with fixed p), there is of
course no need to work with the lasso. One may rather set the penalty constant λ
to 0 and use the least squares estimator β̂oracle

0 .
Obviously, the oracle estimator β̂oracle

λ is not feasible in practice: since the factors
F are not observed, the projection matrix Π = I − F (F>F )−F> and thus the
estimator β̂oracle

λ cannot be computed. To obtain a feasible estimator of β, we need
to replace the unknown matrix Π by a proxy. The construction of such a proxy in
high dimensions turns out to be quite intricate. This is the main technical challenge
we need to deal with.
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4.2 Breakdown of the CCE estimator in high dimensions

Before we construct a proxy of Π in high dimensions, we review the traditional
low-dimensional case where (i) the number of regressors p is a fixed natural number,
(ii) p is small in the sense that p < T , and (iii) the number of factors K is not larger
than p, that is, K ≤ p.

The CCE approach of Pesaran (2006) provides an elegant way to proxy Π in
this low-dimensional case. For simplicity, we only use the regressors Xit for the
construction (and thus ignore the responses Yit). This gives a clearer picture of the
approach and does not affect our argumentation. For a generic random variable Rit,
let Rt = n−1

∑n
i=1 Rit be its cross-sectional average. The CCE approach proxies the

projection matrix Π = I − F (F>F )−F> by

Π = I −X(X
>
X)−X

>
,

where X = (X1 . . . XT )> is the matrix containing the cross-sectional averages X t =

(X t,1, . . . , X t,p)
> of the regressor variables. Under suitable regularity conditions, it

can be shown that ΠYi ≈ ΠX iβ + Πεi in the low-dimensional case. Hence, pre-
multiplying the model equation by Π approximately eliminates the factors. We may
thus use Π as an observable proxy of Π and estimate β by applying least squares
methods to the sample of transformed data {(ΠYi,ΠX i) : 1 ≤ i ≤ n}.

Why does the CCE approach not work in the high-dimensional case where p is
large? In particular, why not simply estimate β by applying lasso rather than least
squares techniques to the sample of transformed data {(ΠYi,ΠX i) : 1 ≤ i ≤ n}?
The problem is that the CCE proxy Π breaks down completely in high dimensions.
To see this, consider the following situation:

(i) the number of regressors p is at least as large as T , that is, p ≥ T

(ii) the matrix X ∈ RT×p has full rank, that is, rank(X) = T .

In this situation, the column space ofX is considerably larger than the column space
of F . In particular, the columns of X span the whole space RT . As a consequence,
Π = I −X(X

>
X)−X

> is the projection matrix onto the orthogonal complement
of RT , which is the linear space consisting of the null vector only. This means that
Π is the null matrix (that is, the matrix with the entry 0 everywhere), which is
obviously an extremely poor proxy of the projection matrix Π.

The upshot is this: If p is comparably large, the column space of X tends to
be much larger than the column space of F , implying that Π is a poor proxy of
Π. In the worst case scenario, the columns of X span the whole space RT , which
means that Π = 0. This worst case occurs whenever X ∈ RT×p has full rank T .
Importantly, this may already happen when p ≥ T . Hence, the CCE approach runs

14



into trouble not only in the high-dimensional case where p is much larger than n

and T , but already when p has size comparable to T . The larger p, the more likely
it is that the matrix X has rank T . Hence, in high dimensions, the proxy Π of the
CCE approach is not reliable and can be expected to break down frequently.

4.3 Definition of the estimator

We now construct a proxy of the unknown projection matrix Π which does work in
high dimensions and build an estimator of β based on it. The estimation algorithm
is as follows.

Step 1: Estimation of the unknown number of factors K

Compute the high-dimensional p × p matrix Σ̂ = T−1
∑T

t=1 X tX
>
t from the cross-

sectional averages X t and perform an eigendecomposition of Σ̂, which yields the
eigenvalues ψ̂1 ≥ ψ̂2 ≥ . . . ≥ ψ̂p ≥ 0 and the corresponding orthonormal eigenvectors
Û1, . . . , Ûp. Estimate the unknown number of factors K by

K̂ =

p∑
j=1

1
(
ψ̂j ≥ τ

)
,

where τ = τn,T is a threshold parameter that is of slightly smaller order than p.
Precise technical conditions on τ can be found in Section 5 and rules for selecting τ
in practice are discussed in Section 4.5.

Step 2: Approximation of the unknown projection matrix Π

Let Û = (Û1 . . . ÛK̂) be the matrix of eigenvectors of Σ̂ that correspond to the K̂
largest eigenvalues ψ̂1 ≥ . . . ≥ ψ̂K̂ and define Ŵ = XÛ . Approximate the unknown
projection matrix Π by

Π̂ = I − Ŵ (Ŵ
>
Ŵ )−Ŵ

>
.

Step 3: Estimation of β

Run a lasso regression on the transformed data sample {(Ŷi, X̂ i) : 1 ≤ i ≤ n}, where
Ŷi = Π̂Yi and X̂ i = Π̂X i. Specifically, define the lasso estimator of β by

β̂λ ∈ argmin
b∈Rp

{
1

nT

n∑
i=1

∥∥Ŷi − X̂ ib
∥∥2

+ λ‖b‖1

}
,

where λ > 0 is the penalty constant of the lasso.
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4.4 Heuristic idea behind the estimator

We now give some heuristic arguments why our estimation approach works in high
dimensions. We in particular explain why the matrix Π̂ defined in Step 2 of the
algorithm provides a good approximation to the unknown projection matrix Π even
when p is very large. Since the heuristics are essentially the same for large and small
T , we restrict attention to the large-T -case.

Our estimation algorithm is based on the following observation: The cross-
sectional averages X t = n−1

∑n
i=1Xit satisfy a high-dimensional approximate factor

model of the form

X t = ΓFt + ut with ut = (Γ− Γ)Ft + Zt. (4.1)

The error terms ut = (ut,1, . . . , ut,p)
> in this model are negligible in the sense that

ut,j = op(1) for any t and j as n → ∞. This directly follows from the fact that
under our regularity conditions, Γj = Γj + op(1) and Zt,j = op(1) for any t and j as
n → ∞, where Γj and Γj denote the j-th row of Γ and Γ, respectively. Hence, it
holds that X t ≈ ΓFt, or put differently, X ≈ FΓ>, which means that the variables
X t approximately follow a factor model.

In Step 1 of the estimation algorithm, we exploit this observation as follows.
As X t satisfies the model equation (4.1), the matrix Σ = E[T−1

∑T
t=1 X tX

>
t ] can

be regarded as some kind of high-dimensional covariance matrix in an approximate
factor model. In particular, in the special case that {X t} is a (weakly) stationary
process with E[X t] = 0, Σ is exactly the covariance matrix of the high-dimensional
random vector X t. Covariance matrices in high-dimensional approximate factor
models tend to have spiked eigenvalues as observed and exploited e.g. in Fan et al.
(2013). We thus expect the eigenvalues of Σ to be spiked as well. More formally, we
can show that under our assumptions, the first K eigenvalues of Σ grow at the rate
p, whereas the others are of much smaller order. The eigenvalues ψ̂1 ≥ . . . ≥ ψ̂p of
the estimator Σ̂ = T−1

∑T
t=1X tX

>
t can be shown to behave similarly: whereas the

K largest eigenvalues grow at the rate p, the others are of considerably smaller order.
This suggests to estimate K by thresholding the eigenvalues of Σ̂. In particular,
we may work with the estimator K̂ =

∑p
j=1 1(ψ̂j ≥ τ) introduced in Step 1 of the

algorithm.
In Step 2 of the algorithm, we exploit the observation that X t satisfies an approx-

imate factor model as follows: Let Û = (Û1 . . . ÛK̂) be the matrix of eigenvectors of
Σ̂ that correspond to the K̂ largest eigenvalues ψ̂1 ≥ . . . ≥ ψ̂K̂ . Since X ≈ FΓ>, it
holds that

Σ̂ =
X
>
X

T
≈ Γ

(F>F
T

)
Γ> ≈ ΓΓ>,
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where we have used that F>F /T = T−1
∑T

t=1 FtF
>
t ≈ E[T−1

∑T
t=1 FtF

>
t ] ≈ IK

by the law of large numbers and (ID`1). Let Γ = UDV > be the singular value
decomposition of Γ, where the matricesU ∈ Rp×K and V ∈ RK×K have orthonormal
columns and D is a diagonal matrix which contains the singular values on its main
diagonal. With this decomposition, we further obtain that

Σ̂ ≈ ΓΓ> = UD2U>.

This suggests that the matrix Û of the first K̂ eigenvectors of Σ̂ can be regarded as
an estimator of the matrix U whose columns are the first K eigenvectors of ΓΓ>.
So far, we have seen that Û ≈ U and X ≈ FΓ>, which taken together yields that

XÛ ≈ FΓ>U = FV D. (4.2)

Since V D is invertible under the full-rank condition on Γ in (ID`2), the K columns
of the matrixW := FV D span the same linear space as those of F . It thus follows
that

Π = I − F (F>F )−F>

= I −W (W>W )−W>.

Moreover, since W ≈ Ŵ := XÛ by (4.2), a good proxy of the projection matrix
Π should be given by

Π̂ = I − Ŵ (Ŵ
>
Ŵ )−Ŵ

>
,

which is the proxy defined in Step 2 of the algorithm.
From the heuristic discussion so far, it follows that Π̂F ≈ ΠF = 0. Hence,

applying the matrix Π̂ to the model equation Yi = X iβ + F γi + εi leads to the
transformed (approximate) model equation Π̂Yi ≈ Π̂X iβ+Π̂εi for each i. Stacking
these equations for all i, we obtain the (approximate) high-dimensional linear panel
regression model

Ŷ ≈ X̂β + ε̂ with Ŷ =


Π̂Y1

...

Π̂Yn

 , X̂ =


Π̂X1

...

Π̂Xn

 and ε̂ =


Π̂ε1

...

Π̂εn

 ,

which does not have any interactive fixed effects in the errors. To obtain an estimator
of β, we apply standard techniques from high-dimensional linear regression to this
transformed model. Specifically, we work with lasso techniques, which leads to the
estimator β̂λ defined in Step 3 of the algorithm.
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4.5 Tuning parameter choice

The estimator β̂λ depends on two tuning parameters: the threshold parameter τ for
the estimation of K and the penalty parameter λ of the lasso. We now discuss how
to select them in practice.

Choice of the threshold parameter τ

Our estimator of K is defined as K̂ =
∑p

k=1 1(ψ̂k ≥ τ), where ψ̂1 ≥ . . . ≥ ψ̂p are the
eigenvalues of Σ̂ in descending order. It can be shown formally that the eigenvalues
ψ̂k grow at the rate p for k ≤ K but grow at a much slower rate for k > K. Hence,
in order to ensure that K̂ is a consistent estimator of K, we need to choose τ such
that it separates the “large” eigenvalues of order p (that is, those with k ≤ K) from
the “small” ones that grow at a much slower rate (that is, those with k > K). As
a practical rule-of-thumb, we regard an eigenvalue ψ̂k as “small” if ψ̂k/ψ̂1 < α with
some small α (such as α = 0.05 or α = 0.01). Put differently, we regard ψ̂k as “small”
if it is less than 100 · α% of the largest eigenvalue ψ̂1 in size. This rule-of-thumb
results in the choice τ = αψ̂1.

The estimator K̂ is closely related to a simple graphical tool that is frequently
used in factor analysis: a scree plot which depicts the eigenvalues ψ̂1 ≥ . . . ≥ ψ̂p

in descending order. Typically, a large gap or elbow becomes visible in such a plot
which allows to distinguish the large eigenvalues from the small ones. The estimator
K̂ formalizes this graphical tool by thresholding the eigenvalues.

There are many alternatives to the estimator K̂. Determining the number of
factors is a well-understood problem in factor analysis. Hence, we can borrow tech-
niques from there. See for example Chapter 6 in Jolliffe (2002) for an overview of
common approaches. One simple and often used alternative to K̂ is the estimator

K̃ = min

{
k ∈ {1, . . . , p}

∣∣∣∣ ψ̂1 + . . .+ ψ̂k

ψ̂1 + . . .+ ψ̂p
≥ 1− α

}
,

where α is commonly set to 0.05 or 0.01. Other more sophisticated methods to
determine the number of factors can be found in Kapetanios (2010) and Onatski
(2010) among many others.

Choice of the penalty parameter λ

The most common way to choose the penalty parameter of the lasso in practice
is cross-validation, which can also be done in our setting. Another possibility is
to work with methods that are based on the effective noise of the lasso. From a
theoretical perspective, the penalty parameter λ in our setting needs to be chosen
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such that
4‖X̂

>
e‖∞

nT
≤ λ (4.3)

with probability tending to 1, where e = (e>1 , . . . , e
>
n )> with ei = F γi + εi. The

term 4‖X̂
>
e‖∞/nT is usually called the effective noise in the literature, because it

captures the effective noise level which has to be dominated by the penalty parameter
λ. If the distribution of the effective noise were known, we could set λ equal to a
high quantile of the effective noise (say the 95%-quantile), which would ensure that
(4.3) holds with high probability. Using the fact that Π̂ei ≈ Π̂εi, one can easily see
that

4‖X̂
>
e‖∞

nT
≈ 4‖X̂

>
ε‖∞

nT

with ε = (ε>1 , . . . , ε
>
n )>. Hence, if the distribution of the vector ε is known, we can

approximate a high quantile of 4‖X̂
>
ε‖∞/nT conditionally on X̂ by Monte Carlo

simulations and set λ equal to this approximated quantile. This strategy to choose
λ, which requires distributional information on the errors ε, has been proposed in
Belloni and Chernozhukov (2013) among others. Recently, Lederer and Vogt (2021)
have developed a fully data-driven way to estimate the quantiles of the effective
noise which does not require any distributional assumptions (apart from some weak
moment conditions). It is in principle possible to extend their procedure and use
it for selection of λ in the current setup. Yet another possibility is to extend the
method of Belloni et al. (2016) for choosing the penalty constant of the lasso to the
setting at hand. This would, however, require to estimate the factors Ft and the
loadings γi, which goes a bit against the philosophy of our approach to eliminate or
“project away” the factors rather than estimate them.

Generally speaking, it is highly non-trivial to derive theory for data-driven se-
lection of the lasso’s tuning parameter in our framework, no matter whether we
work with cross-validation, the method in Lederer and Vogt (2021), the method in
Belloni et al. (2016) or any other procedure. We thus take a pragmatic approach
to the problem of selecting λ in this paper: As in most other theoretical treatments
of the lasso in the literature, we regard the penalty parameter λ as a deterministic
quantity that converges to 0 at an appropriate rate when deriving our theory. In
the empirical part of the paper, we choose λ by a version of cross-validation. The
implementation details can be found in Section 6.
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4.6 Modifications, extensions and other approaches

A least squares version of the estimator

So far, we have concentrated on the high-dimensional case where p is potentially
much larger than the sample size nT . However, the CCE approach does not only
break down in this high-dimensional setting. It rather becomes unreliable as soon
as p ≥ T . This is particularly problematic when the time series length T is fairly
small as often happens in microeconomic applications. In this case, the number
of available regressors p easily exceeds T , which means that we are faced with the
following situation:

(i) T is small and (ii) T ≤ p� nT ,

where the symbol a � b is here used informally to express that a is considerably
smaller than b.

In the situation given by (i) and (ii), the CCE method is essentially inapplicable.
Our estimator, in contrast, works perfectly fine. It is also possible to replace it by
a least squares version since there is no need to use the lasso when p� nT . This is
done as follows: We construct K̂ and Π̂ exactly as described in the first two steps of
the estimation algorithm. However, instead of using the lasso in the third step, we
apply least squares to the transformed data {(Ŷi, X̂ i) : 1 ≤ i ≤ n} with Ŷi = Π̂Yi

and X̂ i = Π̂X i. This yields the least-squares-type estimator

β̂LS ∈ argmin
b∈Rp

{
1

nT

n∑
i=1

∥∥Ŷi − X̂ ib
∥∥2
}
,

which is nothing else than the lasso β̂λ with λ = 0.
It depends of course on the specific sizes of n, T and p whether it makes more

sense to use the lasso estimator β̂λ (with some λ > 0) or the least squares version β̂LS.
If p is only slightly larger than T , which implies that there is only a small number of
regressors in the model, one may prefer to use the least squares estimator β̂LS. This
in particular has the advantage that we do not have to select the penalty parameter
λ. If p is substantially larger than T , which implies that there is a comparably large
number of regressors in the model, one may prefer to use the lasso instead for the
following reasons: The least squares estimator can be expected to be outperformed
by penalized least squares methods such as the lasso. Moreover, since the lasso
performs not only estimation but also variable selection, it produces results that are
easier to interpret.
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Other high-dimensional regression methods

Our method of “projecting away” the unobserved factors can be combined with high-
dimensional regression techniques other than the lasso. In particular, rather than
applying a lasso regression to the transformed data sample {(Ŷi, X̂ i) : 1 ≤ i ≤ n}
in Step 3 of the algorithm, we could use other techniques such as ridge regression,
SCAD or the Dantzig selector. Deriving theoretical results for these other regression
techniques is outside the scope of the current manuscript which focuses on the lasso
due to its popularity among practitioners.

Dealing with nonlinear transformations

Suppose we observe a sample of panel data {(Yit, Xraw
it ) : 1 ≤ t ≤ T, 1 ≤ i ≤ n},

whereXraw
it = (Xraw

it,1 , . . . , X
raw
it,p0

)> is a vector of p0 directly observed variables. Rather
than only using the raw variables as regressors in the model, we would also like to
include various pairwise interactions Xraw

it,j X
raw
it,k and nonlinear transformations such

as polynomials (Xraw
it,j )q. Collecting all of the resulting regressors – the raw, the

interacted and the transformed variables – in a long vector Xit = (Xit,1, . . . , Xit,p)
>,

we consider the high-dimensional model

Yit = β>Xit + γ>i Ft + εit.

As before, we assume that the observed variables Xraw
it satisfy an approximate factor

model of the form (2.2), that is,

Xraw
it = ΓiFt + Zit.

However, if the raw variables satisfy such a factor model, the interactions and non-
linear transformations do not. We thus have to modify our estimation algorithm.
We proceed as follows: we run Steps 1 and 2 of the algorithm on the raw variables
Xraw
it only, that is, we construct K̂ and the projection matrix Π̂ on the basis of Xraw

it .
We then apply Step 3 of the algorithm with the thus constructed projection matrix.
In this way, we can easily accommodate interactions and nonlinear transformations.

Penalized augmented regression

The CCE estimator can be understood as a least squares estimator in the augmented
regression model

Yi ≈X iβ +Xθi + εi, (4.4)

where the factors F are proxied by the cross-sectional averages X and θi are (ran-
dom) parameter vectors that can be characterized as follows: since X ≈ FΓ>, we
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can take the vector θi to be a solution of Γ>θi = γi for each i. This view of the CCE
method suggests to construct an alternative to our estimator in high dimensions as
follows: we apply a lasso regression to the augmented model (4.4), where each θi is
a (sparse) solution of Γ>θi = γi. This leads to the estimator

β̃λ

θ̃1,λ

...

θ̃n,λ

 ∈ argmin
b,ϑ1,...,ϑn∈Rp

{
1

nT

n∑
i=1

∥∥Yi −X ib−Xϑi
∥∥2

+ λ
(
‖b‖1 +

n∑
i=1

‖ϑi‖1

)}
,

where β̃λ is an estimator of β and θ̃i,λ is an estimator of θi for each i. Even though
this estimator looks reasonable on first sight, it has some serious drawbacks:

(a) The regressors in the augmented model (4.4), in particular, the p regressors
represented by the column vectors of the matrix X are highly correlated. This
is obvious from the fact thatX ≈ FΓ> and the p columns of FΓ> are perfectly
correlated for p > T . As is well-known, the lasso only works well as a parameter
estimation method if the regressors are not too strongly correlated. Therefore,
the lasso β̃λ in the augmented model (4.4) can be expected to be a very poor
estimator of β in general.

(b) In contrast to our estimator, the estimator β̃λ does not “project away” the inter-
active fixed effects but also estimates the individual factor loadings γi, or more
precisely, the associated parameter vectors θi. Since θi ∈ Rp for each i, np addi-
tional parameters need to be estimated, which massively increases the dimension
of the model from p to (n+ 1)p and thus also the computational burden.

(c) The sparsity index of the parameter vector (β>, θ>1 , . . . , θ
>
n )> to be estimated is

O(s+n). Hence, in the small-T -case where the sample size is of the order O(n),
the parameter vector is non-sparse. As a consequence, the estimation approach
based on the augmented model (4.4) does not work in the small-T -case.

These considerations show very clearly that our estimation method has crucial ad-
vantages over the alternative approach presented here. We thus do not pursue this
alternative any further.

5 Theoretical results

In this section, we derive the convergence rate of our estimator β̂λ. To formulate
the theoretical results, we let {hn} be any sequence of positive real numbers which
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slowly diverges to infinity. For instance, we may choose hn = C log log n with some
constant C > 0.

5.1 Results in the large-T -case

The following theorem specifies the convergence rate of β̂λ in the large-T -case. Its
proof can be found in Appendix B.

Theorem 5.1. Let (M1)–(M5), (D`1)–(D`3), (ID`1)–(ID`2) and (ID`3’) be satis-
fied. Let the penalty parameter λ be equal to λ = hn log(npT )/min{n,

√
nT} and

choose the threshold parameter τ such that τ = o(p) and {p/
√
T +p

√
log p/

√
n}/τ =

o(1). Then

‖β̂λ − β‖1 = Op

(
s
hn log(npT )

min{n,
√
nT}

)
.

Notably, if we replace (ID`3’) by (ID`3) in Theorem 5.1, we get the same con-
vergence rate but can weaken the restrictions on the sparsity index s a bit. In
particular, we can replace the restriction s = o(min{n, T}/ log(npT )) in (D`2) by
s = o(min{n,

√
nT}/hn log(npT )).

To get some intuition on the rate derived in Theorem 5.1, it is instructive to
consider the special case where n = T and the sparsity index s is a fixed number
which does not grow with n = T . In this case, the best rate we can hope for is the
parametric rate 1/

√
nT . According to Theorem 5.1, it holds that

‖β̂λ − β‖1 = Op

(hn log(npT )√
nT

)
.

Hence, up to the log-factor hn log(npT ) (where we can e.g. choose hn = C log log n),
the estimator β̂λ attains the parametric rate 1/

√
nT . The additional log-factor stems

from the fact that the set S = {j : βj 6= 0} of non-zero components of β is unknown.
If the sparsity index s = |S| grows with n = T , it becomes visible in the rate as
a multiplicative factor. In particular, the rate changes to Op(shn log(npT )/

√
nT ).

Both the additional log-factor and the appearance of s as a multiplicative factor in
the rate are completely in line with standard theory for the lasso.

Interestingly, the convergence rate in Theorem 5.1 is not symmetric in n and T :
If n = o(T ), the rate is shn log(npT )/n. If T = o(n), it is shn log(npT )/

√
nT in

contrast (rather than shn log(npT )/T ). The reason is that the time series and the
cross-section direction do not play the same role in the construction of the estimator
β̂λ. In particular, the construction of the projection matrix Π̂ involves computing
cross-sectional averages X t of the regressors, whereas time series averages do not
come into play. This gets reflected by an asymmetric dependence of the convergence
rate on n and T . Notably, there is a simple intuition why we should get the rate
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shn log(npT )/
√
nT in the case with T = o(n) (rather than the rate shn log(npT )/T ):

In the small-T -case where T is a fixed natural number, the best rate we can hope
for is the standard parametric rate 1/

√
n (neglecting log-factors and the sparsity

index s). In the large-T -case where T →∞, in contrast, we obtain more and more
time series information that we can exploit. Intuitively, this additional information
should get reflected in a better rate. Hence, we should be able to obtain a faster rate
than 1/

√
n in the large-T -case even if T grows very slowly in comparison to n. This

intuition is indeed correct: Even if T is of much smaller order than n, Theorem 5.1
yields the rate 1/

√
nT (neglecting the log-factor hn log(npT ) and the multiplicative

factor s), which is faster than 1/
√
n.

5.2 Results in the small-T -case

The convergence rate of β̂λ in the small-T -case is given by the following theorem
whose proof can be found in Appendix C.

Theorem 5.2. Let (M1)–(M4), (Ds1)–(Ds3) and (IDs1)–(IDs3) be satisfied. Let
the penalty parameter λ be equal to λ = hn(n2p)1/θ

√
log p/n and choose the threshold

parameter τ such that τ = o(p) and {p
√

log p/
√
n}/τ = o(1). Then conditionally on

F = f ,

‖β̂λ − β‖1 = Op

(
s
hn(n2p)1/θ

√
log p√

n

)
.

Unlike in the large-T -case, the convergence rate in Theorem 5.2 depends on how
many moments θ the model variables have. In particular, the more moments θ exist,
the faster the rate. In the extreme case where the model variables have all moments
and θ can thus be chosen as large as desired, Theorem 5.2 yields the rate

‖β̂λ − β‖1 = Op

(
s
hnn

δ
√

log p√
n

)
,

where δ > 0 is an arbitrarily small constant. The estimator β̂λ thus converges to β
at the fast parametric rate 1/

√
n (up to the slowly diverging factor hnnδ

√
log p and

the multiplicative factor s). If only a small number of moments θ exist, in contrast,
the rate is significantly slowed down by the multiplicative factor (n2p)1/θ.

Why does the convergence rate in the small-T -case depend on the number of
moments θ? In the large-T -case, we can perform asymptotics in the time series
direction. In particular, we can invoke the central limit theorem as T →∞. To fix
ideas, consider a stationary and weakly dependent time series {Vt} with E[Vt] = 0

and E|Vt|θ < ∞ such that we can apply a standard central limit theorem to the
statistic T−1/2

∑T
t=1 Vt as T → ∞. Intuitively speaking, the central limit theorem
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states that T−1/2
∑T

t=1 Vt is approximately normally distributed for large T . Hence,
the precise distribution of Vt washes out as T gets large. In the small-T -case where T
is fixed, in contrast, the stochastic behaviour of the statistic T−1/2

∑T
t=1 Vt is strongly

influenced by the distribution of Vt, in particular, by how many moments θ exist.
As the construction of the estimator β̂λ involves statistics of the form T−1/2

∑T
t=1 Vt

(e.g. with Vt = Ft,kZit,j and Vt = Ft,kεit as analyzed in Lemmas S.1 and S.1’ of the
Supplement), the different stochastic behaviour of T−1/2

∑T
t=1 Vt for small and large

T gets reflected in the behaviour of β̂λ. Roughly speaking, this is the reason why
θ becomes visible in the convergence rate of β̂λ in the small-T -case but not in the
large-T -case.

6 Simulations

6.1 Simulation design

We simulate data from the model Yit = β>Xit + γ>i Ft + εit with K = 3 unobserved
factors and β = (1, 1, 1, 0, . . . , 0)>, so that only the first three regressors are relevant.
The components of the model are generated as follows:

• The error terms εit are standard normal draws independent across i and t.

• The unobserved factors Ft = (Ft,1, Ft,2, Ft,3)> are generated as stationary AR(1)
processes with zero means and unit variances. Specifically, for each k ∈ {1, 2, 3},
we let Ft,k = 0.5Ft−1,k+wt,k, where the innovations wt,k are N(0, 0.75)-distributed
and independent across t and k. By construction, the factors are orthonormal,
that is, E[FtF

>
t ] = IK .

• The p = 3+3d regressorsXit are generated according toXit = ΓiFt+Zit, where the
random vectors Zit are drawn independently across i and t from a multivariate nor-
mal distributionN(0,Λ) with the covariance matrix Λ = diag(1, 1, 1, 1.5, . . . , 1.5).
For a given d, we define vectors Γ

(1)
i = (Γi,1, . . . ,Γi,d)

>, Γ
(2)
i = (Γi,d+1, . . . ,Γi,2d)

>

and Γ
(3)
i = (Γi,2d+1, . . . ,Γi,3d)

> and set

Γi =



Γi,11 Γi,12 Γi,13

Γi,21 Γi,22 Γi,23

Γi,31 Γi,32 Γi,33

Γ
(1)
i 0 0

0 Γ
(2)
i 0

0 0 Γ
(3)
i


with Γ = E[Γi] =



0.5 0 0

0 0.5 0

0 0 0.5

ιd 0 0

0 ιd 0

0 0 ιd


,
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where ιd denotes the d-dimensional vector of ones. In this design, all factors are
relevant for the first three regressors, whereas only one factor is relevant for each
of the remaining 3d regressors. We collect all the non-zero factor loadings for the
outcome and the regressor equation in a large vector Gi = (γ>i ,Γi,11, . . . ,Γi,33,
{Γ(1)

i }>, {Γ
(2)
i }>, {Γ

(3)
i }>)> and draw the random vectors Gi independently from

a multivariate normal distribution N(µ,Ω). We set E[γi]
> = (1, 1, 1) with the

remaining elements in µ = E[Gi] as specified in Γ. The covariance matrix Ω has
the form

Ω =


1 ρ · · · ρ

ρ
. . . . . . ...

... . . . . . . ρ

ρ · · · ρ 1

 ,

so that ρ governs the pairwise correlation between the factor loadings. Simple cal-
culations show that all regressors have the same first two unconditional moments,
in particular, E[Xit,j] = 0 and E[X2

it,j] = 4.25 for all j.

We simulate data from the above design for different values of n, T and p. The
correlation ρ is set to ρ = 0.25 throughout. All Monte Carlo experiments are based
on 1000 simulation runs.

In the simulation exercises, we compare our estimator β̂λ and its least squares
variant β̂LS to oracle versions β̂oracle

λ and β̂oracle
LS , which are computed in exactly the

same way except that the proxy Π̂ is replaced by the unknown “oracle” matrix Π.
The oracle estimators serve as a benchmark for the performance of our estimators.
We consider the following scenarios:

Scenario A: p < T Scenario B: T ≤ p < nT Scenario C: nT ≤ p

In Scenario A, the CCE estimator β̂CCE can be computed and there is no need to
run a lasso regression since p is fairly small. Hence, we use the least squares version
β̂LS of our estimator and compare it to both the oracle β̂oracle

LS and the CCE estimator
β̂CCE. In Scenario B, the CCE estimator is no longer available. We thus focus on
our estimators and their oracle versions. As the number of regressors p is smaller
than the sample size nT , we can work with both the lasso version β̂λ and the least
squares version β̂LS. We thus examine both estimators in Scenario B and compare
them with the respective oracle version. Finally, in Scenario C where the number
of regressors p exceeds the sample size nT , we restrict attention to the lasso β̂λ and
its oracle version. Table 1 summarizes the simulation settings that are examined in
Scenarios A–C.
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Table 1: Summary of the considered simulation settings.

Scenario A Scenario B Scenario C
(n, T ) = (50, 10) p = 3, 6, 9 p = 30, 150, 300 p = 600

(n, T ) = (50, 50) p = 15, 30, 45 p = 150, 300, 900 p = 3000

In all Monte Carlo experiments, the threshold parameter τ is set to τ = αψ̂1

with α = 0.05 as recommended in Section 4.5. Whenever a lasso penalty λ needs
choosing, this is done by 10-fold cross-validation. The CCE estimator is computed as
described in Pesaran (2006). We in particular use the CCEP version from equation
(65) therein with the weights θi = wi = 1/N .

6.2 Simulation results in Scenario A

In our simulation design, there are four different groups of regressors: (a) the first
three regressors which are influenced by all three unobserved factors, (b) the re-
gressors j ∈ {4, . . . , 3 + d} which are influenced only by the first factor, (c) the
regressors j ∈ {4 + d, . . . , 3 + 2d} which are influenced only by the second factor,
and (d) the regressors j ∈ {4 + 2d, . . . , 3 + 3d} which are influenced only by the
third factor. As the model is completely symmetric in the regressors of each group,
it suffices to report the simulation results for one representative regressor per group.
We in particular pick the regressors j = 1, j = 4, j = 4 + d and j = 4 + 2d as the
representatives of the four groups.

The simulation results are produced as follows: For each choice of n, T and p,
we compute the estimators β̂LS, β̂oracle

LS and β̂CCE over 1000 simulation runs. In each
run, we further calculate the deviations

∆LS,j = β̂LS,j − βj
∆oracle

LS,j = β̂oracle
LS,j − βj

∆CCE,j = β̂CCE,j − βj

for the representatives j ∈ {1, 4, 4 + d, 4 + 2d}. This leaves us with 1000 values for
each deviation ∆LS,j, ∆oracle

LS,j , ∆CCE,j and each j ∈ {1, 4, 4 + d, 4 + 2d}, which are
presented by means of box plots in Figure 1.

Figure 1a depicts the results for n = 50, T = 50 and p ∈ {15, 30, 45}. In each
panel, the first four rows with the label “LS” show the box plots for the deviations
∆LS,j with j ∈ {1, 4, 4 + d, 4 + 2d}, the following four rows with the label “Oracle”
show the box plots for ∆oracle

LS,j , and the final four rows with the label “CCE” show
the box plots for ∆CCE,j. The box plots corresponding to the regressor j = 1 are
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Figure 1: Simulation results in Scenario A.

in grey and those corresponding to the regressors j = 4, j = 4 + d and j = 4 + 2d

are in blue, red and green, respectively. In all settings considered in Figure 1a,
the box plots produced by our least squares estimator are nearly indistinguishable
from those of the oracle estimator, except for the case with p = 15 regressors where
our estimator is a bit biased for j = 1. Apart from this minor difference, the
estimator performs almost as well as the oracle. Whereas the CCE estimator shows
a comparable performance for p = 15, its performance deteriorates considerably as
the number of regressors p gets larger and comes closer to the critical threshold T .
The behaviour of our estimator, in contrast, is very stable across p. This nicely
illustrates that unlike the CCE approach, our procedure works well independently
of the size of p. Figure 1b shows the results for n = 50, the smaller time series
length T = 10 and p ∈ {3, 6, 9}. As can be seen, the results are qualitatively the
same as those in Figure 1a.5

5Note that for p = 3, the model comprises only the first three regressors of the first group. Hence,
there are no box plots included for the representative regressors of the other three groups.
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Figure 2: Simulation results in Scenario B.

6.3 Simulation results in Scenario B

In Scenario B, we compare the lasso and the least squares variant of our estimator,
β̂λ and β̂LS, with their oracle versions, β̂oracle

λ and β̂oracle
LS . The simulation results are

again presented via boxplots of the deviations.
Figure 2a depicts the results for n = 50, T = 50 and p ∈ {150, 300, 900}. In

each panel, the first four rows with the label “Lasso” show the box plots for the
deviations ∆λ,j = β̂λ,j − βj with j ∈ {1, 4, 4 + d, 4 + 2d}, the following four rows
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Figure 3: Simulation results in Scenario C.

with the label “Oracle” show the box plots for ∆oracle
λ,j = β̂oracle

λ,j − βj, the next four
rows with the label “LS” show the box plots for ∆LS,j, and the final four rows
with the label “Oracle-LS” show the box plots for ∆oracle

LS,j . The box plots produced
by our estimators are very similar to those of the corresponding oracle, meaning
that the performance of our estimators matches the performance of the respective
oracle. Whereas the boxplots of our least squares estimator and its oracle version
are approximately centred around 0, the boxplots of our lasso estimator and its
oracle version are biased downwards for j = 1. This is not surprising because by
construction, the lasso shrinks the parameter values towards zero. The box plots
of the lasso and its oracle for the components j = 4, 4 + d, 4 + 2d may look a bit
strange on first sight: one can only see the set of outliers, whereas the whole region
between the whiskers is collapsed to zero. The reason for this is as follows: Since
βj = 0 for j = 4, 4 + d, 4 + 2d, the lasso β̂λ,j often takes exactly the value 0. Only
in a small fraction of the simulation runs, it takes a non-zero value. These non-zero
values are visible as outliers in the box plots. Figure 2b shows the simulation results
for n = 50, the smaller time series length T = 10 and p ∈ {30, 150, 300}. The results
are qualitatively the same as for T = 50.

6.4 Simulation results in Scenario C

We finally turn to Scenario C where p exceeds the sample size nT . Figure 3a shows
the simulation results for n = 50, T = 50 and p = 3000. The first four rows with the
label “Lasso” display the box plots for the deviations ∆λ,j with j ∈ {1, 4, 4+d, 4+2d}
produced by our lasso estimator, and the following four rows with the label “Oracle”
display the box plots for ∆oracle

λ,j produced by the corresponding oracle. As in Scenario
B, the box plots of the lasso estimator are almost indistinguishable from those of
the oracle. Moreover, one can again see a downward bias for j = 1 and box plots
with only outliers for j ∈ {4, 4 + d, 4 + 2d}. Figure 3b shows the results for n = 50,
T = 10 and p = 600, which are qualitatively the same as those in Figure 3a.
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6.5 Summary

Both the lasso and the least squares variant of our estimator exhibit a performance
comparable to the oracle in all the considered settings of Scenarios A–C, even when
the number of regressors p is very large. Hence, the simulation exercises demonstrate
that our estimation approach works well in higher dimensions and in particular
allows to deal with the case p ≥ T where the CCE approach is not available.

7 Concluding remarks

In this paper, we have developed new estimation methods for high-dimensional panel
data models with interactive fixed effects. Our estimator relies on the following
general idea: rather than estimating the unobserved factor structure, we eliminate
the factors from the model equation by a projection. Our method can thus be
regarded as a high-dimensional analogue of the CCE method which is frequently used
in the standard low-dimensional case. The projection device of the CCE approach
breaks down completely in high dimensions and a simple fix is not possible. One
of the main contributions of the paper is to come up with a novel projection device
which works in both low and high dimensions. This device can be combined with
high-dimensional regression techniques such as the lasso to obtain an estimator of
the unknown parameter vector.

In our theoretical analysis, we have focused on point estimation. Specifically,
we have derived the convergence rate of our estimator. Deriving the rate of the
estimator is of course only a first step towards a comprehensive theory. The next
natural step is to develop distribution theory and to analyze inferential procedures
based on the estimator. As this is highly non-trivial and a substantial project in
itself, we will tackle this next step in a separate paper. The most influential methods
for high-dimensional inference are the desparsified (or de-biased) lasso introduced
in Zhang and Zhang (2014) and further developed in van de Geer et al. (2014) and
Javanmard and Montanari (2014) and the double selection method of Belloni et al.
(2014). Even though theoretically demanding, we conjecture that it is possible to
extend these approaches to the setting at hand.
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Appendix A: Results on identification

Throughout this and the following appendices, we let c and C denote generic positive
constants that may take a different value on each occurrence. The symbols cj and
Cj with subscript j (which may be either a natural number or a letter) are specific
constants that are defined in the course of the appendices. Unless stated differently,
the constants c, C, cj and Cj depend neither on the dimensions n, T , p nor on the
sparsity index s. To emphasize that they do not depend on any of these parameters,
we sometimes refer to them as absolute constants.

Proof of Lemma 3.1. By Lemma B.3, the eigenvalues ψ1 ≥ . . . ≥ ψp ≥ 0 of the p×p
matrix Σ = E[T−1

∑T
t=1 X tX

>
t ] have the following property for sufficiently large n:

there exists a constant c0 > 0 such that

ψk ≥ c0 p for all k ≤ K,

whereas ψk = O(p/
√
T + p/n) for all k > K. From this, it immediately follows that

K =

p∑
j=1

1
(
ψj >

c0 p

2

)
for sufficiently large n. Hence, K can be expressed as a function of the eigenvalues
of the matrix E[T−1

∑T
t=1 X tX

>
t ], which is uniquely determined by the data. As a

result, K is identified.

Proof of Lemma 3.2. The proof is by contradiction. Suppose there are two s-sparse
vectors β and β′ with active sets S and S ′, respectively, that satisfy model (2.3).
Let Ef [ · ] = E[ · |F = f ] be the expectation conditional on F = f , where f is a
fixed realization of the factor matrix F . Since

Ef

∥∥Y ⊥ −X⊥b∥∥2
= (β − b)>Ef

[
(X⊥)>X⊥

]
(β − b) + Ef

[
(ε⊥)>ε⊥

]
for any b ∈ Rp, β minimizes the function Q(b) := Ef‖Y ⊥ −X⊥b‖2. By the same
argument, β′ must be a minimizer of Q(b) as well, which implies that

(β − β′)>Ef

[
(X⊥)>X⊥

]
(β − β′) = 0

for any realization f and thus

(β − β′)>E
[
(X⊥)>X⊥

]
(β − β′) = 0. (A.1)

Since β − β′ is a 2s-sparse vector whose active set is contained in I := S ∪ S ′, we
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get by (ID`3) that

‖X⊥(β − β′)‖2 ≥ nTϕ2

2s
‖βI − β′I‖2

1 > 0

with probability ≥ 1− cn,T . Hence, for sufficiently large sample sizes,

E‖X⊥(β − β′)‖2 = (β − β′)>E
[
(X⊥)>X⊥

]
(β − β′) > 0,

which contradicts (A.1).

Proof of Lemma 3.3. In order to show that K is identified, we can proceed in the
same way as in the proof of Lemma 3.1. We only need to invoke Lemma C.3 rather
than Lemma B.3. Furthermore, the arguments in the proof of Lemma 3.2 entail
that under (IDs3), the s-sparse parameter vector β is unique for sufficiently large n
conditionally on the realization F = f . We thus also get identification of β.

Appendix B: Proof of Theorem 5.1

In this appendix, we give an overview of the main arguments required to prove
Theorem 5.1. The proofs of some intermediate lemmas which are lengthy and tedious
to derive are deferred to the Supplementary Material. We thereby attempt to draw a
clear picture of the overall proof strategy. We assume throughout that the conditions
of Theorem 5.1 are satisfied. Under these conditions, the matrices F>F , W>W

and Ŵ
>
Ŵ are invertible with probability tending to 1. Hence, we can replace

the generalized inverses in the definition of the projection matrices Π and Π̂ by
proper inverses. More precisely speaking, we can write Π = I − F (F>F )−1F> =

I −W (W>W )−1W> and Π̂ = I − Ŵ (Ŵ
>
Ŵ )−1Ŵ

>
with probability tending

to 1. In what follows, we make use of these formulations but often suppress the
specifier “with probability tending to 1” for simplicity.

Step 1: Analysis of the eigenstructure of Σ̂

The matrix Σ̂ = T−1
∑T

t=1X tX
>
t is an estimator of Σ = E[T−1

∑T
t=1X tX

>
t ]. Since

X t = ΓFt + ut with ut = (Γ− Γ)Ft + Zt, the matrix Σ has the form

Σ = Σ + Σ∆ + Σu,

where Σ = ΓΓ>, Σ∆ = Γ{E[T−1
∑T

t=1 FtF
>
t ]−IK}Γ> and Σu = E[T−1

∑T
t=1 utu

>
t ].

We first derive some rough bounds on the distances between the matrices Σ, Σ and
Σ̂.
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Lemma B.1. It holds that

(i) ‖Σ̂−Σ‖ = Op

( p√
T

+
p
√

log p√
n

)
.

(ii) ‖Σ−Σ‖ = O
( p√

T
+
p

n

)
.

With these bounds at hand, we have a closer look at the eigenstructure of the ma-
trices Σ, Σ and Σ̂. The first result shows that the matrix Σ has spiked eigenvalues:
its first K eigenvalues are extremely large (in particular, of order p) whereas the
others are equal to 0.

Lemma B.2. The eigenvalues ψ1 ≥ . . . ≥ ψp ≥ 0 of the matrix Σ have the following
property: there exists an absolute constant c0 > 0 such that

ψk ≥ c0 p for all k ≤ K,

whereas ψk = 0 for all k > K.

Proof of Lemma B.2. The claim follows upon considering the singular value decom-
position Γ = UDV >, where the matrices U ∈ Rp×K and V ∈ RK×K have orthonor-
mal columns andD = diag(d1, . . . , dK) is a diagonal matrix with d1 ≥ . . . ≥ dK ≥ 0.
With this decomposition, we get that

Σ/p = ΓΓ>/p = U(D2/p)U>,

which implies that the first K eigenvalues of Σ/p = ΓΓ>/p are d2
1/p ≥ . . . ≥ d2

K/p,
while the others are equal to 0. Since the first K eigenvalues of Σ/p = ΓΓ>/p are
identical to those of Γ>Γ/p, (ID`2) yields that 0 < cmin ≤ d2

K/p ≤ . . . ≤ d2
1/p ≤

cmax <∞. From this, the statement of the lemma follows immediately.

The next lemma shows that the matrix Σ has spiked eigenvalues as well. More
specifically, the first K eigenvalues are of the order p whereas the others are of
substantially smaller order.

Lemma B.3. The eigenvalues ψ1 ≥ . . . ≥ ψp ≥ 0 of Σ have the following property:
there exist an absolute constant c0 > 0 and a natural number n0 such that

ψk ≥ c0 p for all k ≤ K and n ≥ n0,

whereas ψk = O(p/
√
T + p/n) for all k > K.
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Proof of Lemma B.3. By Lemma B.1, ‖Σ −Σ‖ = O(p/
√
T + p/n). Hence, Weyl’s

theorem yields that

|ψk − ψk| ≤ ‖Σ−Σ‖ = O
( p√

T
+
p

n

)
(B.1)

for any k. Since ψk ≥ c0p for k ≤ K and ψk = 0 for k > K by Lemma B.2, the
lemma follow immediately from (B.1).

We finally verify that the sample autocovariance matrix Σ̂ has spiked eigenvalues
similar to Σ and Σ.

Lemma B.4. The eigenvalues ψ̂1 ≥ . . . ≥ ψ̂p ≥ 0 of Σ̂ have the following property:
there exists an absolute constant c0 > 0 such that with probability tending to 1,

ψ̂k ≥ c0 p for k ≤ K,

whereas ψ̂k = Op(p/
√
T + p

√
log p/

√
n) = op(p) for all k > K.

Proof of Lemma B.4. Using that ‖Σ̂−Σ‖ = Op(p/
√
T+p

√
log p/

√
n), we can argue

analogously as in the proof of Lemma B.3.

An immediate consequence of the above lemmas is the following.

Lemma B.5. It holds that K̂ p−→ K.

Put differently, K̂ = K with probability tending to 1.

Step 2: Analysis of the projection matrix Π̂

In this step, we aim to link the proxy Π̂ of our method to the unknown projection
matrix Π. With Ŵ = XÛ = FΓ

>
Û +ZÛ , we can write Π̂ as

Π̂ = I − Ŵ (Ŵ
>
Ŵ )−1Ŵ

>

=

{
I − 1

T
(FΓ

>
Û)
[ 1

T
(FΓ

>
Û)>(FΓ

>
Û)
]−1

(FΓ
>
Û)>

}
− R̂,

where

R̂ =
1

T
(FΓ

>
Û)

{
Ψ̂
−1
−
[ 1

T
(FΓ

>
Û)>(FΓ

>
Û)
]−1
}

(FΓ
>
Û)>

+
1

T
(FΓ

>
Û)Ψ̂

−1
(ZÛ)>

+
1

T
(ZÛ)Ψ̂

−1
(FΓ

>
Û)>

+
1

T
(ZÛ)Ψ̂

−1
(ZÛ)>
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and
Ŵ
>
Ŵ

T
= Û

>(X>X
T

)
Û = Û

>
Σ̂Û = diag(ψ̂1, . . . , ψ̂K̂) =: Ψ̂.

We now relate the two projection matrices Π̂ and Π to each other. The main
observation to achieve this is stated in the following lemma.

Lemma B.6. The random matrix Γ
>
Û is invertible with probability tending to 1.

This lemma implies that with probability tending to 1, the column vectors of FΓ
>
Û

span the same linear subspace of RT as the factors F . Consequently, we can represent
the projection matrix Π = I − F (F>F )−1F> as

Π = I − 1

T
(FΓ

>
Û)
[ 1

T
(FΓ

>
Û )>(FΓ

>
Û )
]−1

(FΓ
>
Û)>

with probability tending to 1. As a result, we obtain the following.

Lemma B.7. With probability tending to 1, Π̂ = Π− R̂.

Lemma B.7 allows us to decompose the observed projection matrix Π̂ into the
“oracle” projection matrix Π, which presupposes knowledge of the factors F , and a
remainder term R̂. In order to exploit this decomposition, we need to make sure that
the approximation error produced by the remainder R̂ is asymptotically negligible.
To do so, we examine the behaviour of the various components that show up in R̂.
This is done in the Supplementary Material, in particular in Lemma S.6 and the
proofs of Lemmas B.9 and B.10.

Step 3: Analysis of the lasso β̂λ

The lasso β̂λ can be formulated as

β̂λ ∈ argmin
b∈Rp

{
1

nT

∥∥Ŷ − X̂b
∥∥2

+ λ‖b‖1

}

with Ŷ = (Ŷ1, . . . , Ŷn)> and X̂ = (X̂
>
1 . . . X̂

>
n )>. Let TRE be the event that the

design matrix X̂ fulfills the RE(S, φ) condition with some constant φ > 0 and
define the event Tλ as

Tλ =
{4‖X̂

>
e‖∞

nT
≤ λ

}
,

where e = (e>1 , . . . , e
>
n )> with ei = F γi + εi. We first show that the lasso is well-

behaved on the event Tλ ∩ TRE in the following sense.
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Lemma B.8. On the event Tλ ∩ TRE, it holds that

‖β̂λ − β‖1 ≤
4

φ2
λs.

Lemma B.8 follows from standard finite-sample theory for the lasso. A proof is
provided in the Supplementary Material for completeness.

We next have a closer look at the events Tλ and TRE that show up in Lemma B.8.
If we can prove that these two events occur with probability tending to 1 for suffi-
ciently small values of λ, Theorem 5.1 is an immediate consequence of Lemma B.8.
In order to deal with the event Tλ, we derive the convergence rate of ‖X̂

>
e‖∞/(nT ),

which is stated in the following lemma.

Lemma B.9. It holds that

‖X̂
>
e‖∞

nT
= Op

( log pT

n
+

√
log(npT ) log(np)

nT

)
.

Roughly speaking, the strategy to prove Lemma B.9 is as follows: Let Xi,j be the
j-th column of X i, Zi,j the j-th column of Zi and Γi,j the j-th row of Γi. We write

‖X̂
>
e‖∞

nT
=

1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

X̂>i,jei

∣∣∣
along with

n∑
i=1

X̂>i,jei =
n∑
i=1

{
Π̂Xi,j

}>{
Π̂ei

}
=

n∑
i=1

{
Π̂(FΓi,j + Zi,j)

}>{
Π̂(F γi + εi)

}
and exploit the main result from Step 2 in these formulas, according to which Π̂ =

Π−R̂ with probability tending to 1. The details are provided in the Supplementary
Material. From Lemma B.9, it immediately follows that

P(Tλ)→ 1 for any choice λ = hn
log(npT )

min{n,
√
nT}

, (B.2)

where hn slowly diverges to infinity. Hence, Tλ occurs with probability tending to 1

if λ is chosen of slightly larger order than 1/min{n,
√
nT}.

In order to cope with the event TRE, we first show that the covariance matrix
X̂
>
X̂/(nT ) is close to Z>Z/(nT ) in the following sense.
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Lemma B.10. It holds that

∥∥∥X̂>X̂
nT

− Z
>Z

nT

∥∥∥
max

= Op

( log(npT )

min{n, T}

)
.

The proof strategy is similar to that for Lemma B.9. In particular, we rewrite
the term of interest in a suitable way and then make heavy use of the fact that
Π̂ = Π − R̂ with probability tending to 1. The details are again deferred to the
Supplementary Material. Since s = o(min{n, T}/ log(npT )) by (D`2), Lemma B.10
implies that

32s

ϕ2

∥∥∥X̂>X̂
nT

− Z
>Z

nT

∥∥∥
max
≤ 1 (B.3)

with probability tending to 1 for any given constant ϕ > 0. We can now use Corollary
6.8 in Bühlmann and van de Geer (2011), which says the following when applied
to our context: Whenever Z fulfills the RE(S, ϕ) condition and (B.3) is fulfilled,
X̂ satisfies the RE(S, φ) condition with φ = ϕ/

√
2. Since Z obeys the RE(S, ϕ)

condition with probability tending to 1 by assumption, we can infer that X̂ must
satisfy the RE(S, φ) condition with probability tending to 1, that is,

P(TRE)→ 1. (B.4)

Combining Lemma B.8 with (B.2) and (B.4), we finally arrive at the following
statement:

‖β̂λ − β‖1 ≤
4

φ2
λs

for any λ = hn log(npT )/min{n,
√
nT} with probability tending to 1, which implies

Theorem 5.1.

Appendix C: Proof of Theorem 5.2

The proof strategy is the same as in the large-T -case. The various lemmas and
auxiliary results, however, that are derived in the three main steps of the proof
must be adapted. As they can be adapted in a quite straightforward way, we do not
give full proofs but only comment on noteworthy differences. We make use of the
shorthands Pf ( · ) = P( · |F = f) and Ef [ · ] = E[ · |F = f ] and assume throughout
that the conditions of Theorem 5.2 are fulfilled.
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Step 1: Analysis of the eigenstructure of Σ̂

Similar to the large-T -case, we use the notation Σ̂ = T−1
∑T

t=1X tX
>
t and Σ =

Ef [T−1
∑T

t=1X tX
>
t ]. Since X t = ΓFt +ut with ut = (Γ−Γ)Ft +Zt and the factors

are normalized such that T−1
∑T

t=1 ftf
>
t = f>f/T = IK , we can further write

Σ = Σ + Σu with Σ := ΓΓ> and Σu := Ef [T−1
∑T

t=1 utu
>
t ]. In what follows, we

state versions of Lemmas B.1–B.5 for the small-T -case. The proofs are analogous
to those of Lemmas B.1–B.5 and are thus omitted.

Lemma C.1. Conditionally on F = f , it holds that

(i) ‖Σ̂−Σ‖ = Op

(
p

√
log p

n

)
.

(ii) ‖Σ−Σ‖ = O
(p
n

)
.

Lemma C.2. Conditionally on F = f , the eigenvalues ψ1 ≥ . . . ≥ ψp ≥ 0 of Σ

have the following property: there exists an absolute constant c0 > 0 such that

ψk ≥ c0 p for all k ≤ K,

whereas ψk = 0 for all k > K.

Lemma C.3. Conditionally on F = f , the eigenvalues ψ1 ≥ . . . ≥ ψp ≥ 0 of Σ

have the following property: there exist an absolute constant c0 > 0 and a natural
number n0 such that

ψk ≥ c0 p for all k ≤ K and n ≥ n0,

whereas ψk = O(p/n) for all k > K.

Lemma C.4. Conditionally on F = f , the eigenvalues ψ̂1 ≥ . . . ≥ ψ̂p ≥ 0 of Σ̂

have the following property: there exists an absolute constant c0 > 0 such that with
probability tending to 1,

ψ̂k ≥ c0 p for k ≤ K,

whereas ψ̂k = Op(p
√

log p/
√
n) = op(p) for all k > K.

Lemma C.5. Conditionally on F = f , it holds that K̂ p−→ K.
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Step 2: Analysis of the projection matrix Π̂

We decompose Π̂ exactly as in Appendix B. In particular, we write

Π̂ = I − Ŵ (Ŵ
>
Ŵ )−1Ŵ

>

=

{
I − 1

T
(FΓ

>
Û)
[ 1

T
(FΓ

>
Û)>(FΓ

>
Û)
]−1

(FΓ
>
Û)>

}
− R̂,

where Ŵ = XÛ and R̂ is defined as before. This decomposition allows us to link
the proxy Π̂ to the unknown projection matrix Π in the same way as in the large-
T -case. Specifically, by arguments completely analogous to those for Lemmas B.6
and B.7, we can prove the following.

Lemma C.6. Conditionally on F = f , the random matrix Γ
>
Û is invertible with

probability tending to 1.

Lemma C.7. Conditionally on F = f , it holds that Π̂ = Π − R̂ with probability
tending to 1.

Step 3: Analysis of the lasso β̂λ

Let TRE be the event that the design matrix X̂ fulfills the RE(S, φ) condition with
a constant φ > 0 and define the event Tλ as

Tλ =
{4‖X̂

>
e‖∞

nT
≤ λ

}
,

where e = (e>1 , . . . , e
>
n )> with ei = F γi + εi. Lemma B.8 and its proof remain

completely unchanged. We here formulate the lemma once again for completeness.

Lemma C.8. On the event Tλ ∩ TRE, it holds that

‖β̂λ − β‖1 ≤
4

φ2
λs.

In order to show that the event Tλ occurs with probability tending to 1 condi-
tionally on F = f , we derive the convergence rate of ‖X̂

>
e‖∞/(nT ).

Lemma C.9. Conditionally on F = f , it holds that

‖X̂
>
e‖∞

nT
= Op

(
(n2p)1/θ

√
log p

n

)
.
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The proof is a fairly straightforward adaption of that for Lemma B.9. More details
are provided in the Supplement. From Lemma C.9, it immediately follows that

Pf (Tλ)→ 1 for any choice λ = hn(n2p)1/θ

√
log p

n
, (C.1)

where hn slowly diverges to infinity.
In order to show that the event TRE occurs with probability tending to 1 condi-

tionally on F = f , we first prove the following lemma.

Lemma C.10. Conditionally on F = f , it holds that

∥∥∥X̂>X̂
nT

− (X⊥)>(X⊥)

nT

∥∥∥
max

= Op

(
(np)2/θ

√
log p

n

)
.

The proof is analogous to that of Lemma B.10 up to some minor modifications.
More details can be found in the Supplement. Since s = o((np)−2/θ

√
n/ log p) by

(Ds2), Lemma C.10 implies that conditionally on F = f ,

32s

ϕ2

∥∥∥X̂>X̂
nT

− (X⊥)>(X⊥)

nT

∥∥∥
max
≤ 1

with probability tending to 1 for any given constant ϕ > 0. As in the large-T -case,
we can now use Corollary 6.8 in Bühlmann and van de Geer (2011) to get that

Pf (TRE)→ 1. (C.2)

Combining Lemma C.8 with (C.1) and (C.2), we finally arrive at the following
statement: Conditionally on F = f ,

‖β̂λ − β‖1 ≤
4

φ2
λs

for any λ = hn(n2p)1/θ
√

log p/n with probability tending to 1.
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S.1 Auxiliary results for Appendix B

In what follows, we derive a series of auxiliary lemmas that are needed for the
proof of Theorem 5.1. To do so, we repeatedly make use of the following two facts:
ψmax(A) ≤ p‖A‖max for square matrices A ∈ Rp×p and ‖B‖ = ψ

1/2
max(B>B) ≤

{p‖B>B‖max}1/2 for general (not necessarily square) matrices B ∈ Rq×p. We as-
sume throughout that the conditions of Theorem 5.1 are satisfied. We first formulate
the lemmas and then give their proofs.

Lemma S.1. It holds that

(i) max
1≤j≤p

max
1≤t≤T

∣∣∣ 1
n

n∑
i=1

Zit,j

∣∣∣ = Op

(√ log(pT )

n

)
.

(ii) max
1≤k≤K

max
1≤i≤n

∣∣∣ 1

T

T∑
t=1

Ft,kεit

∣∣∣ = Op

(√ log n

T

)
.

(iii) max
1≤k≤K

max
1≤i≤n

max
1≤j≤p

∣∣∣ 1

T

T∑
t=1

Ft,kZit,j

∣∣∣ = Op

(√ log(np)

T

)
.

Lemma S.2. It holds that

(i) max
1≤k≤K

max
1≤j≤p

∣∣∣ 1

T

T∑
t=1

{ 1

n

n∑
i=1

Zit,j

}
Ft,k

∣∣∣ = Op

(√ log(npT ) log p

nT

)
.

(ii) max
1≤i≤n

max
1≤j≤p

∣∣∣ 1

T

T∑
t=1

{ 1

n

n∑
i′=1

Zi′t,j

}
εit

∣∣∣ = Op

(√ log(npT ) log(np)

nT

)
.

(iii) max
1≤i≤n

max
1≤j≤p

max
1≤j′≤p

∣∣∣ 1

T

T∑
t=1

{ 1

n

n∑
i′=1

Zi′t,j′
}
Zit,j

∣∣∣ = Op

(√ log(npT ) log(np2)

nT
+

1

n

)
.
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Lemma S.3. Let M = E[T−1
∑T

t=1 FtF
>
t ]. It holds that

(i)
∥∥Γ− Γ

∥∥ = Op

(√p log p

n

)
.

(ii)
∥∥ΓMΓ

> − EΓMΓ
>∥∥ = Op

(
p

√
log p

n

)
.

Lemma S.4. It holds that

(i)
∥∥∥F>F

T
− IK

∥∥∥ = Op

( 1√
T

)
.

(ii) max
1≤i≤n

∥∥∥F>εi
T

∥∥∥ = Op

(√ log n

T

)
.

(iii) max
1≤i≤n

max
1≤j≤p

∥∥∥F>Zi,j
T

∥∥∥ = Op

(√ log(np)

T

)
.

Lemma S.5. It holds that

(i)
∥∥Z∥∥ = Op

(√pT log(pT )

n

)
.

(ii)
∥∥∥Z>F

T

∥∥∥ = Op

(√p log(npT ) log p

nT

)
.

(iii) max
1≤i≤n

∥∥∥Z>εi
T

∥∥∥ = Op

(√p log(npT ) log(np)

nT

)
.

(iv) max
1≤i≤n

max
1≤j≤p

∥∥∥Z>Zi,j
T

∥∥∥ = Op

(√p log(npT ) log(np2)

nT
+

√
p

n

)
.

Lemma S.6. It holds that

(i)
∥∥∥Ψ̂− 1

T
(FΓ

>
Û)>(FΓ

>
Û)
∥∥∥ = Op

(
p
{ log(pT )

n
+

√
log(npT ) log p

nT

})
.

(ii)
∥∥∥Ψ̂−1

−
[ 1

T
(FΓ

>
Û)>(FΓ

>
Û)
]−1∥∥∥ = Op

(
1

p

{ log(pT )

n
+

√
log(npT ) log p

nT

})
.

Proof of Lemma S.1

We start with the proof of (i). It suffices to show that

P
(

max
1≤j≤p

max
1≤t≤T

∣∣∣ 1
n

n∑
i=1

Zit,j

∣∣∣ > C0

√
log(pT )

n

)
= o(1) (S.1)

2



for some sufficiently large constant C0 > 0. Let

Z≤it,j = Zit,j 1
(
Zit,j ≤ {npT}

1
θ−δ
)

Z>
it,j = Zit,j 1

(
Zit,j > {npT}

1
θ−δ
)
,

where δ > 0 is an absolute constant that can be chosen as small as desired, and
write

1

n

n∑
i=1

Zit,j =
1

n

n∑
i=1

(Z≤it,j − EZ≤it,j) +
1

n

n∑
i=1

(Z>
it,j − EZ>

it,j).

With this notation, we get that

P
(

max
1≤j≤p

max
1≤t≤T

∣∣∣ 1
n

n∑
i=1

Zit,j

∣∣∣ > C0

√
log(pT )

n

)
≤ P≤ + P>,

where

P≤ = P
(

max
1≤j≤p

max
1≤t≤T

∣∣∣ 1
n

n∑
i=1

(Z≤it,j − EZ≤it,j)
∣∣∣ > C0

2

√
log(pT )

n

)

P> = P
(

max
1≤j≤p

max
1≤t≤T

∣∣∣ 1
n

n∑
i=1

(Z>
it,j − EZ>

it,j)
∣∣∣ > C0

2

√
log(pT )

n

)
.

In what follows, we show that P≤ = o(1) and P> = o(1) for some sufficiently large
constant C0, which implies (S.1).

We first have a closer look at P>. It holds that P> ≤ P>
1 + P>

2 , where

P>
1 = P

(
max
1≤j≤p

max
1≤t≤T

∣∣∣ 1
n

n∑
i=1

Z>
it,j

∣∣∣ > C0

4

√
log(pT )

n

)

P>
2 = P

(
max
1≤j≤p

max
1≤t≤T

∣∣∣ 1
n

n∑
i=1

EZ>
it,j

∣∣∣ > C0

4

√
log(pT )

n

)
.

Since E|Zit,j|θ ≤ C <∞,

P>
1 ≤ P

(
|Zit,j| > {npT}

1
θ−δ for some indices i, j and t

)
≤

n∑
i=1

p∑
j=1

T∑
t=1

P
(
|Zit,j| > {npT}

1
θ−δ

)
≤

n∑
i=1

p∑
j=1

T∑
t=1

E
[
|Zit,j|θ

{npT}
θ
θ−δ

]
≤ C{npT}

/
{npT}

θ
θ−δ = o(1). (S.2)

Moreover, since |EZ>
it,T | ≤ C/{npT}(θ−1)/(θ−δ) and C/{npT}(θ−1)/(θ−δ) < (C0/4)√

log(pT )/n for sufficiently large n, it holds that P>
2 = 0 for n large enough. Putting

3



everything together, we obtain that P> = o(1) as desired.
We now turn to the analysis of P≤. To make the notation more compact, we

introduce the shorthand Bit,j = (Z≤it,j − EZ≤it,j)/
√
n. Since

P≤ ≤
p∑
j=1

T∑
t=1

P
(∣∣∣ n∑

i=1

Bit,j

∣∣∣ > C0

2

√
log(pT )

)
,

it suffices to show that

P
(∣∣∣ n∑

i=1

Bit,j

∣∣∣ > C0

2

√
log(pT )

)
≤ C

(pT )r
(S.3)

uniformly over j and t with some constant r > 1. For the proof, we make use of the
following two facts:

(a) For a real-valued random variable B and γ > 0, Markov’s inequality yields that
P(±B > δ) ≤ E exp(±γB)/ exp(γδ).

(b) Since |Bit,j| ≤ 2(npT )1/(θ−δ)/
√
n and (npT )1/(θ−δ)/

√
n = o(1/

√
log(pT )) under

assumption (D`1), we obtain that γ|Bit,j| ≤ 1/2 if we set γ = cγ
√

log(pT ) with
some sufficiently small constant cγ. As exp(x) ≤ 1 + x + x2 for |x| ≤ 1/2, it
follows that

E
[

exp
(
± γBit,j

)]
≤ 1 + γ2E

[
B2
it,j

]
≤ exp

(
γ2E

[
B2
it,j

])
.

(c) E[B2
it,j] ≤ CV /n with some sufficiently large constant CV > 0.

Using (a)–(c), we obtain that

P
(∣∣∣ n∑

i=1

Bit,j

∣∣∣ > C0

2

√
log(pT )

)
≤ P

( n∑
i=1

Bit,j >
C0

2

√
log(pT )

)
+ P

(
−

n∑
i=1

Bit,j >
C0

2

√
log(pT )

)
,

where

P
(
±

n∑
i=1

Bit,j >
C0

2

√
log(pT )

)
≤ exp

(
−
C0γ

√
log(pT )

2

)
E
[

exp
(
± γ

n∑
i=1

Bit,j

)]
≤ exp

(
−
C0γ

√
log(pT )

2

) n∏
i=1

E
[

exp
(
± γBit,j

)]
4



≤ exp
(
−
C0γ

√
log(pT )

2

) n∏
i=1

exp
(
γ2E

[
B2
it,j

])
= exp

(
−
C0γ

√
log(pT )

2

)
exp

(
γ2

n∑
i=1

E
[
B2
it,j

])
≤ exp

(
− cγ

[C0

2
− cγCV

]
log(pT )

)
.

Hence,

P
(∣∣∣ n∑

i=1

Bit,j

∣∣∣ > C0

2

√
log(pT )

)
≤ 2 exp

(
− cγ

[C0

2
− cγCV

]
log(pT )

)
≤ C(pT )−r,

where the constant r > 0 can be made arbitrarily large by picking C0 large enough.
This completes the proof of statement (i) of the lemma. The proof of statements
(ii) and (iii) are similar and thus omitted.

Proof of Lemma S.2

We only give the proof of (iii) as (i) and (ii) can be shown by analogous but somewhat
simpler arguments. It holds that

max
i,j,j′

∣∣∣ 1

T

T∑
t=1

{ 1

n

n∑
i′=1

Zi′t,j′
}
Zit,j

∣∣∣ ≤ QA +QB

with

QA = max
i,j,j′

∣∣∣ 1

nT

T∑
t=1

Zit,j′Zit,j

∣∣∣
QB = max

i,j,j′

∣∣∣ 1

T

T∑
t=1

{ 1

n

∑
i′ 6=i

Zi′t,j′
}
Zit,j

∣∣∣.
By arguments similar to those for Lemma S.1, we obtain that

QA ≤ max
i,j,j′

∣∣∣ 1

nT

T∑
t=1

(Zit,j′Zit,j − EZit,j′Zit,j)
∣∣∣+ max

i,j,j′

∣∣∣ 1

nT

T∑
t=1

EZit,j′Zit,j
∣∣∣

= Op

(√log(p2n)

n
√
T

)
+O

( 1

n

)
= Op

( 1

n

)
.

To deal with the term QB, we rewrite it as

QB = max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′Zit,j

∣∣∣ with wit,j′ =
1

n

∑
i′ 6=i

Zi′t,j′ ,

5



where the random weights wit,j′ have the following properties:

(P1) By essentially the same arguments as for Lemma S.1(i),

P
(

max
i,t,j′
|wit,j′| > Cw

√
log(npT )

n

)
= o(1),

where Cw is a sufficiently large absolute constant.

(P2) For each i, j and j′, the collections of random variables {wit,j′ : 1 ≤ t ≤ T}
and {Zit,j : 1 ≤ t ≤ T} are independent from each other.

In the sequel, we prove that

P
(

max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′Zit,j

∣∣∣ > C0rn,p,T

)
= o(1) (S.4)

with rn,p,T =
√

log(npT ) log(np2)/
√
nT and some sufficiently large constant C0 > 0,

which implies that QB = Op(rn,p,T ). For the proof of (S.4), we define the truncated
variables

Z≤it,j = Zit,j 1
(
Zit,j ≤ {npT}

1
θ−δ
)

Z>
it,j = Zit,j 1

(
Zit,j > {npT}

1
θ−δ
)
,

where δ > 0 is an absolute constant that can be chosen as small as desired. Since

1

T

T∑
t=1

wit,j′Zit,j =
1

T

T∑
t=1

wit,j′(Z
≤
it,j − EZ≤it,j) +

1

T

T∑
t=1

wit,j′(Z
>
it,j − EZ>

it,j),

we obtain that

P
(

max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′Zit,j

∣∣∣ > C0rn,p,T

)
≤ P≤ + P>

with

P≤ = P
(

max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′(Z
≤
it,j − EZ≤it,j)

∣∣∣ > C0rn,p,T
2

)

P> = P
(

max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′(Z
>
it,j − EZ>

it,j)
∣∣∣ > C0rn,p,T

2

)
.

We now show that P≤ = o(1) and P> = o(1) for some sufficiently large constant
C0, which implies (S.4).

6



We first have a closer look at P>. It holds that P> ≤ P>
1 + P>

2 , where

P>
1 = P

(
max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′Z
>
it,j

∣∣∣ > C0rn,p,T
4

)
P>

2 = P
(

max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′EZ>
it,j

∣∣∣ > C0rn,p,T
4

)
.

By the same arguments as for (S.2), we obtain that

P>
1 ≤ P

(
|Zit,j| > {npT}

1
θ−δ for some i, j and t

)
≤ C{npT}

/
{npT}

θ
θ−δ = o(1).

Moreover, as |EZ>
it,T | ≤ C/{npT}(θ−1)/(θ−δ) and maxi,t,j′ |wit,j′ | ≤ Cw

√
log(npT )/n

with probability tending to 1 by (P1), we get that

P>
2 = P

(
max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′EZ>
it,j

∣∣∣ > C0rn,p,T
4

, max
i,t,j′
|wit,j′ | ≤ Cw

√
log(npT )

n

)
+ o(1)

≤ P
(
Cw max

i,j,t
|EZ>

it,j| >
C0

4

√
log(np2)

T

)
+ o(1) = o(1).

As a result, we arrive at P> = o(1).
We next turn to the analysis of P≤. Let E be the event that maxi,t,j′ |wit,j′| ≤

Cw
√

log(npT )/n and Eij′ the event that maxt |wit,j′| ≤ Cw
√

log(npT )/n. Using (P1)
and noting that E ⊆ Eij′ , we obtain that

P≤ = P
(

max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′(Z
≤
it,j − EZ≤it,j)

∣∣∣ > C0rn,p,T
2

, E
)

+ o(1)

= P
(

1(E) ·max
i,j,j′

∣∣∣ 1

T

T∑
t=1

wit,j′(Z
≤
it,j − EZ≤it,j)

∣∣∣ > C0rn,p,T
2

)
+ o(1)

≤ P
(

max
i,j,j′

∣∣∣ 1

T

T∑
t=1

w∗it,j′(Z
≤
it,j − EZ≤it,j)

∣∣∣ > C0rn,p,T
2

)
+ o(1)

≤
n∑
i=1

p∑
j=1

p∑
j′=1

P
(∣∣∣ 1

T

T∑
t=1

w∗it,j′(Z
≤
it,j − EZ≤it,j)

∣∣∣ > C0rn,p,T
2

)
+ o(1) (S.5)

with w∗it,j′ = 1(Eij′)wit,j′ = 1(maxt |wit,j′| ≤ Cw
√

log(npT )/n)wit,j′ . In the following,
we show that

P
(∣∣∣ 1

T

T∑
t=1

w∗it,j′
{
Z≤it,j − EZ≤it,j

}∣∣∣ > C0rn,p,T
2

)
≤ C

(np)r
(S.6)
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uniformly over i, j and j′ with r > 0 as large as desired. Together with (S.5), this
immediately implies that P≤ = o(1). Since

P
(∣∣∣ 1

T

T∑
t=1

w∗it,j′
{
Z≤it,j − EZ≤it,j

}∣∣∣ > C0rn,p,T
2

)

= E
[
P
(∣∣∣ 1

T

T∑
t=1

w∗it,j′
{
Z≤it,j − EZ≤it,j

}∣∣∣ > C0rn,p,T
2

∣∣∣∣w1:T

)]

with w1:T = {wit,j′ : 1 ≤ t ≤ T}, it suffices to prove that

P
(∣∣∣ 1√

T

T∑
t=1

w∗it,j′
{
Z≤it,j − EZ≤it,j

}∣∣∣ > C0

√
T rn,p,T
2

∣∣∣∣w1:T

)
≤ C

(np)r
. (S.7)

To do so, we split the term T−1/2
∑T

t=1w
∗
it,j′{Z

≤
it,j − EZ≤it,j} into blocks as follows:

1√
T

T∑
t=1

w∗it,j′
{
Z≤it,j − EZ≤it,j

}
=

dMe∑
m=1

B2m−1(w1:T ) +

bMc∑
m=1

B2m(w1:T )

with

Bm(w1:T ) = Bm,ijj′(w1:T ) =
1√
T

min{mL,T}∑
t=(m−1)L+1

w∗it,j′{Z
≤
it,j − EZ≤it,j},

where L =
√
T/({npT}1/(θ−δ)

√
log(np2)) is the block length and 2M with M =

dT/Le/2 is the number of blocks. Note that under assumption (D`1), it holds that
cT ξ ≤ L ≤ CT 1−ξ with some sufficiently small ξ > 0. With this notation at hand,
we obtain that

P
(∣∣∣ 1√

T

T∑
t=1

w∗it,j′
{
Z≤it,j − EZ≤it,j

}∣∣∣ > C0

√
T rn,p,T
2

∣∣∣∣w1:T

)

≤ P
(∣∣∣ dMe∑

m=1

B2m−1(w1:T )
∣∣∣ > C0

√
T rn,p,T
4

∣∣∣∣w1:T

)

+ P
(∣∣∣ bMc∑

m=1

B2m(w1:T )
∣∣∣ > C0

√
T rn,p,T
4

∣∣∣∣w1:T

)
. (S.8)

As the two terms on the right-hand side of (S.8) can be treated analogously, we focus
attention to the first one. By applying Bradley’s strong approximation theorem (see
Theorem 3 in Bradley, 1983) conditionally on w1:T , we can construct a sequence of
random variables B∗1(w1:T ), B∗3(w1:T ), . . . such that (I) B∗1(w1:T ), B∗3(w1:T ), . . . are in-
dependent, (II) B2m−1(w1:T ) and B∗2m−1(w1:T ) have the same distribution for eachm,

8



and (III) P(|B∗2m−1(w1:T )−B2m−1(w1:T )| > µ |w1:T ) ≤ 18(‖B2m−1(w1:T )‖∞/µ)1/2α(L)

for 0 < µ ≤ ‖B2m−1(w1:T )‖∞, where we use the symbol ‖·‖∞ to denote the L∞-norm
of a real-valued random variable. With the variables B∗2m−1(w1:T ), we can construct
the bound

P
(∣∣∣ dMe∑

m=1

B2m−1(w1:T )
∣∣∣ > C0

√
T rn,p,T
4

∣∣∣∣w1:T

)
≤ P ∗1 + P ∗2 , (S.9)

where

P ∗1 = P
(∣∣∣ dMe∑

m=1

B∗2m−1(w1:T )
∣∣∣ > C0

√
T rn,p,T
8

∣∣∣∣w1:T

)

P ∗2 = P
(∣∣∣ dMe∑

m=1

{
B2m−1(w1:T )−B∗2m−1(w1:T )

}∣∣∣ > C0

√
T rn,p,T
8

∣∣∣∣w1:T

)
.

Using (III) together with the fact that the mixing coefficients α(·) decay to 0 expo-
nentially fast, it is not difficult to see that P ∗2 ≤ C(np)−r, where the constant r > 0

can be picked as large as desired. To deal with P ∗1 , we make use of the following
three facts:

(a) For a real-valued random variable B and γ > 0, Markov’s inequality yields that
P(±B > δ) ≤ E exp(±γB)/ exp(γδ).

(b) Since |B2m−1(w1:T )| ≤ {2CwL
√

log(npT )/n (npT )1/(θ−δ)}/
√
T , we can choose

γ = cγ
√

log(np2)
√
n/ log(npT ) with cγ > 0 so small that γ|B2m−1(w1:T )| ≤ 1/2.

As exp(x) ≤ 1 + x+ x2 for |x| ≤ 1/2, we get that

E
[

exp
(
± γB2m−1(w1:T )

) ∣∣∣w1:T

]
≤ 1 + γ2E

[
{B2m−1(w1:T )}2

∣∣w1:T

]
≤ exp

(
γ2E

[
{B2m−1(w1:T )}2

∣∣w1:T

])
along with

E
[

exp
(
± γB∗2m−1(w1:T )

) ∣∣∣w1:T

]
≤ exp

(
γ2E

[
{B∗2m−1(w1:T )}2

∣∣w1:T

])
.

(c) Standard calculations yield that

dMe∑
m=1

E
[
{B2m−1(w1:T )}2

∣∣w1:T

]
≤ CV log(npT )

n

with some sufficiently large constant CV .

9



Using (a)–(c), we obtain that

P ∗1 ≤ P
( dMe∑
m=1

B∗2m−1(w1:T ) >
C0

√
T rn,p,T
8

∣∣∣∣w1:T

)

+ P
(
−
dMe∑
m=1

B∗2m−1(w1:T ) >
C0

√
T rn,p,T
8

∣∣∣∣w1:T

)
,

where

P
(
±
dMe∑
m=1

B∗2m−1(w1:T ) >
C0

√
T rn,p,T
8

∣∣∣∣w1:T

)

≤ exp
(
− C0γ

√
T rn,p,T
8

)
E
[

exp
(
± γ

dMe∑
m=1

B∗2m−1(w1:T )
) ∣∣∣∣w1:T

]

= exp
(
− C0γ

√
T rn,p,T
8

) dMe∏
m=1

E
[

exp
(
± γB∗2m−1(w1:T )

) ∣∣∣w1:T

]
≤ exp

(
− C0γ

√
T rn,p,T
8

) dMe∏
m=1

exp
(
γ2E

[
{B∗2m−1(w1:T )}2

∣∣w1:T

])
= exp

(
− C0γ

√
T rn,p,T
8

)
exp

(
γ2

dMe∑
m=1

E
[
{B∗2m−1(w1:T )}2

∣∣w1:T

])
≤ exp

(
− cγ

[C0

8
− cγCV

]
log(np2)

)
.

Hence,

P ∗1 ≤ 2 exp
(
− cγ

[C0

8
− cγCV

]
log(np2)

)
≤ C

(np)r
,

where the constant r > 0 can be made arbitrarily large by picking C0 large enough.
To summarize, we have shown that P ∗1 ≤ C(np)−r and P ∗2 ≤ C(np)−r with some
arbitrarily large r > 0. From this, it follows that P≤ = o(1), which completes the
proof.

Proof of Lemma S.3

The K ×K matrix (Γ− Γ)>(Γ− Γ) has the entries

p∑
j=1

{ 1

n

n∑
i=1

(Γi,jk − Γjk)
}{ 1

n

n∑
i=1

(Γi,jk′ − Γjk′)
}

10



for 1 ≤ k, k′ ≤ K, where Γi,jk and Γjk denote the elements of Γi and Γ, respectively.
By arguments analogous to those for Lemma S.1, it holds that

max
j,k

∣∣∣ 1
n

n∑
i=1

(Γi,jk − Γjk)
∣∣∣ = Op

(√ log p

n

)
. (S.10)

Hence, we obtain that

∥∥(Γ− Γ)>(Γ− Γ)
∥∥

max
≤ p

{
max
j,k

∣∣∣ 1
n

n∑
i=1

(Γi,jk − Γjk)
∣∣∣}2

= Op

(p log p

n

)
,

which implies that ‖(Γ − Γ)>(Γ − Γ)‖ = Op(p log p/n). This in turn yields that
‖Γ− Γ‖ = Op(

√
p log p/n).

Next, the p × p matrix ΓMΓ
> − EΓMΓ

> with M = E[T−1
∑T

t=1 FtF
>
t ] has

the entries
∑K

k,k′=1

{
DjkMkk′Dj′k′ − EDjkMkk′Dj′k′

}
for 1 ≤ j, j′ ≤ p, where we use

the notation Djk = n−1
∑n

i=1 Γi,jk and Mkk′ = E[T−1
∑T

t=1 Ft,kF
>
t,k′ ]. According to

(S.10), it holds that

max
j,k

∣∣Djk − EDjk

∣∣ = Op

(√ log p

n

)
.

Moreover, maxj,k |EDjk| = O(1) and

max
j,j′,k,k′

∣∣EDjkEDj′k′ − EDjkDj′k′
∣∣

= max
j,j′,k,k′

∣∣∣ 1

n2

n∑
i=1

{
EΓi,jkEΓi,j′k′ − EΓi,jkΓi,j′k′

}∣∣∣ = O
( 1

n

)
.

From these observations, it follows that

max
j,j′,k,k′

∣∣DjkDj′k′ − EDjkDj′k′
∣∣

= max
j,j′,k,k′

∣∣{(Djk − EDjk) + EDjk

}{
(Dj′k′ − EDj′k′) + EDj′k′

}
− EDjkDj′k′

∣∣
≤
{

max
j,k

∣∣Djk − EDjk

∣∣}2

+ 2
{

max
j,k

∣∣EDjk

∣∣}{max
j,k

∣∣Djk − EDjk

∣∣}
+ max

j,j′,k,k′

∣∣EDjkEDj′k′ − EDjkDj′k′
∣∣

= Op

(√ log p

n

)
.

11



We can thus conclude that∥∥ΓMΓ
> − EΓMΓ

>∥∥ ≤ p
∥∥ΓMΓ

> − EΓMΓ
>∥∥

max

= pmax
j,j′

∣∣∣ K∑
k,k′=1

Mkk′
{
DjkDj′k′ − EDjkDj′k′

}∣∣∣
≤ pK2 max

k,k′
|Mkk′| max

j,j′,k,k′

∣∣DjkDj′k′ − EDjkDj′k′
∣∣

= Op

(
p

√
log p

n

)
.

Proof of Lemma S.4

Statement (i) follows immediately from the bound

∥∥∥F>F
T
− IK

∥∥∥ ≤ K
∥∥∥ 1

T

T∑
t=1

FtF
>
t − IK

∥∥∥
max

≤ K
∥∥∥ 1

T

T∑
t=1

(FtF
>
t − EFtF>t )

∥∥∥
max

+K
∥∥∥ 1

T

T∑
t=1

EFtF>t − IK
∥∥∥

max
,

since the first term on the right-hand side is Op(T
−1/2) by the law of large numbers

and the second one is O(T−1/2) by (ID`1). Statement (ii) is a direct consequence of
Lemma S.1(ii) since

max
i

∥∥∥F>εi
T

∥∥∥ = max
i

√√√√ K∑
k=1

{ 1

T

T∑
t=1

Ft,kεit

}2

≤
√
K max

i,k

∣∣∣ 1

T

T∑
t=1

Ft,kεit

∣∣∣ = Op

(√ log n

T

)
.

Analogously, statement (iii) directly follows from Lemma S.1(iii) as

max
i,j

∥∥∥F>Zi,j
T

∥∥∥ = max
i,j

√√√√ K∑
k=1

{ 1

T

T∑
t=1

Ft,kZit,j

}2

≤
√
K max

i,j,k

∣∣∣ 1

T

T∑
t=1

Ft,kZit,j

∣∣∣ = Op

(√ log(np)

T

)
.
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Proof of Lemma S.5

With Lemma S.1(i), we obtain that

‖Z‖ =

√
ψmax(Z

>
Z) ≤

√√√√pmax
j,j′

∣∣∣ T∑
t=1

{ 1

n

n∑
i=1

Zit,j

}{ 1

n

n∑
i=1

Zit,j′
}∣∣∣

≤

√√√√pT
{

max
j,t

∣∣∣ 1
n

n∑
i=1

Zit,j

∣∣∣}2

= Op

(√pT log(pT )

n

)
,

which gives (i). Moreover,

∥∥∥Z>F
T

∥∥∥ =
∥∥∥ 1

T

T∑
t=1

ZtF
>
t

∥∥∥ =

√√√√ψmax

({ 1

T

T∑
t=1

ZtF>t

}>{ 1

T

T∑
t=1

ZtF>t

})

≤

√√√√K
∥∥∥{ 1

T

T∑
t=1

ZtF>t

}>{ 1

T

T∑
t=1

ZtF>t

}∥∥∥
max

and

∥∥∥{ 1

T

T∑
t=1

ZtF
>
t

}>{ 1

T

T∑
t=1

ZtF
>
t

}∥∥∥
max

= max
k,k′

∣∣∣ p∑
j=1

{ 1

T

T∑
t=1

( 1

n

n∑
i=1

Zit,j

)
Ft,k

}{ 1

T

T∑
t=1

( 1

n

n∑
i=1

Zit,j

)
Ft,k′

}∣∣∣
≤ p

{
max
k,j

∣∣∣ 1

T

T∑
t=1

( 1

n

n∑
i=1

Zit,j

)
Ft,k

∣∣∣}2

= p ·Op

(√ log(npT ) log p

nT

)2

,

where the last equality is by Lemma S.2(i). We thus obtain that

∥∥∥Z>F
T

∥∥∥ = Op

(√p log(npT ) log p

nT

)
,

which is statement (ii). Next, statement (iii) is an immediate consequence of Lemma
S.2(ii) since

max
i

∥∥∥Z>εi
T

∥∥∥ = max
i

√√√√ p∑
j=1

{ 1

T

T∑
t=1

( 1

n

n∑
i′=1

Zi′t,j

)
εit

}2

≤ √pmax
i,j

∣∣∣ 1

T

T∑
t=1

( 1

n

n∑
i′=1

Zi′t,j

)
εit

∣∣∣ = Op

(√p log(npT ) log(np)

nT

)
.
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Finally, with Lemma S.2(iii), we obtain that

max
i,j

∥∥∥Z>Zi,j
T

∥∥∥ = max
i,j

√√√√ p∑
j′=1

(
1

T

T∑
t=1

{ 1

n

n∑
i′=1

Zi′t,j′
}
Zit,j

)2

≤ √pmax
i,j,j′

∣∣∣ 1

T

T∑
t=1

{ 1

n

n∑
i′=1

Zi′t,j′
}
Zit,j

∣∣∣
= Op

(√p log(npT ) log(np2)

nT
+

√
p

n

)
.

Proof of Lemma S.6

By definition,

Ψ̂ =
Ŵ
>
Ŵ

T
=

1

T
(FΓ

>
Û +ZÛ)>(FΓ

>
Û +ZÛ ).

Hence,∥∥∥Ψ̂− 1

T
(FΓ

>
Û)>(FΓ

>
Û)
∥∥∥ ≤ 2

∥∥∥ 1

T
(FΓ

>
Û)>(ZÛ)

∥∥∥+
∥∥∥ 1

T
(ZÛ)>(ZÛ)

∥∥∥
≤ 2
∥∥Γ∥∥∥∥∥F>Z

T

∥∥∥+
∥∥∥Z>Z

T

∥∥∥,
where we have used that ‖Û‖ = 1. Since ‖Γ‖ ≤ ‖Γ−Γ‖+‖Γ‖ = Op(

√
p) by Lemma

S.3(i) and the fact that ‖Γ‖ = {ψmax(Γ>Γ)}1/2 = O(
√
p) by assumption (ID`2), we

can use Lemma S.5(i) and (ii) to obtain that

∥∥∥Ψ̂− 1

T
(FΓ

>
Û)>(FΓ

>
Û)
∥∥∥ = Op

(
p
{ log(pT )

n
+

√
log(npT ) log p

nT

})
,

which is statement (i) of the lemma.
To prove (ii), we make use of the following bound for invertible matrices A and

B: SinceA−1−B−1 = (A−1−B−1+B−1)(B−A)B−1, it holds that ‖A−1−B−1‖ ≤
(‖A−1 −B−1‖+ ‖B−1‖)‖B −A‖‖B−1‖ and thus

‖A−1 −B−1‖ ≤ ‖B−1‖2‖B −A‖
1− ‖B−1‖‖B −A‖

,

provided that ‖B−1‖‖B −A‖ < 1. With this bound, we obtain that

∥∥∥Ψ̂−1
−
[ 1

T
(FΓ

>
Û)>(FΓ

>
Û)
]−1∥∥∥ ≤ ‖Ψ̂

−1
‖2‖Ψ̂− 1

T
(FΓ

>
Û)>(FΓ

>
Û)‖

1− ‖Ψ̂
−1
‖‖Ψ̂− 1

T
(FΓ

>
Û)>(FΓ

>
Û)‖

.
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Since Ψ̂
−1

= diag(ψ̂−1
1 , . . . , ψ̂−1

K̂
) and ψ̂−1

1 ≤ . . . ≤ ψ̂−1

K̂
≤ C/p with probability

tending to 1 by Lemma B.4, we can use statement (i) of the lemma to infer that

∥∥∥Ψ̂−1
−
[ 1

T
(FΓ

>
Û)>(FΓ

>
Û)
]−1∥∥∥ = Op

(
1

p

{ log(pT )

n
+

√
log(npT ) log p

nT

})
.

This completes the proof of (ii).

S.2 Proof of the lemmas from Appendix B

Proof of Lemma B.1

We first verify the bound on ‖Σ̂−Σ‖. Since

‖Σ̂−Σ‖ ≤
∥∥∥ 1

T

T∑
t=1

{
ΓFtF

>
t Γ
> − EΓFtF

>
t Γ
>}∥∥∥

+ 2
∥∥∥Γ{ 1

T

T∑
t=1

FtZ
>
t

}∥∥∥+
∥∥∥ 1

T

T∑
t=1

(
ZtZ

>
t − EZtZ

>
t

)∥∥∥,
it suffices to bound the three terms on the right-hand side. As ‖Γ‖ = O(

√
p) by

(ID`2) and ‖Γ − Γ‖ = Op(
√
p log p/n) by Lemma S.3(i), we obtain that ‖Γ‖ ≤

‖Γ− Γ‖+ ‖Γ‖ = Op(
√
p). From this, the law of large numbers and Lemma S.3(ii),

it follows that

∥∥∥ 1

T

T∑
t=1

{
ΓFtF

>
t Γ
> − EΓFtF

>
t Γ
>}∥∥∥

≤
∥∥∥Γ{ 1

T

T∑
t=1

(FtF
>
t − EFtF>t )

}
Γ
>
∥∥∥+

∥∥∥ΓMΓ
> − EΓMΓ

>
∥∥∥

≤ ‖Γ‖2
∥∥∥ 1

T

T∑
t=1

(FtF
>
t − EFtF>t )

∥∥∥+
∥∥∥ΓMΓ

> − EΓMΓ
>
∥∥∥

= Op

( p√
T

+ p

√
log p

n

)
,

where we use the shorthandM = E[T−1
∑

t FtF
>
t ]. Moreover, Lemma S.5(ii) yields

that

∥∥∥Γ{ 1

T

T∑
t=1

FtZ
>
t

}∥∥∥ ≤ ∥∥Γ∥∥∥∥∥ 1

T

T∑
t=1

FtZ
>
t

∥∥∥
= Op

(
p

√
log(npT ) log p

nT

)
.
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Finally, since |E(n−1
∑n

i=1 Zit,j)(n
−1
∑n

i=1 Zit,j′)| ≤ C/n and maxj,t |n−1
∑n

i=1 Zit,j| =
Op(
√

log(pT )/n) by Lemma S.1(i), we obtain that

∥∥∥ 1

T

T∑
t=1

(
ZtZ

>
t − EZtZ

>
t

)∥∥∥ ≤ p
∥∥∥ 1

T

T∑
t=1

(
ZtZ

>
t − EZtZ

>
t

)∥∥∥
max

= pmax
j,j′

∣∣∣ 1

T

T∑
t=1

{( 1

n

n∑
i=1

Zit,j

)( 1

n

n∑
i=1

Zit,j′
)
− E

( 1

n

n∑
i=1

Zit,j

)( 1

n

n∑
i=1

Zit,j′
)}∣∣∣

≤ p

{(
max
j,t

∣∣∣ 1
n

n∑
i=1

Zit,j

∣∣∣)2

+
C

n

}
= Op

(p log(pT )

n

)
.

Putting everything together, we arrive at the bound ‖Σ̂ − Σ‖ = Op(p/
√
T +

p
√

log p/n), which is the first statement of the lemma.
We next turn to the bound on ‖Σ−Σ‖. Since Σ−Σ = Σ∆ + Σu, it suffices to

bound the two terms ‖Σ∆‖ and ‖Σu‖. As ‖Γ‖ = O(
√
p), (ID`1) immediately yields

that ‖Σ∆‖ ≤ ‖Γ‖2‖E[T−1
∑T

t=1 FtF
>
t ] − IK‖ = O(p/

√
T ). With the shorthand

M = E[T−1
∑T

t=1 FtF
>
t ], we further obtain that

Σu = E
[
(Γ− Γ)M(Γ− Γ)>

]
+

1

T

T∑
t=1

E
[
(Γ− Γ)FtZ

>
t

]
+

1

T

T∑
t=1

E
[
ZtF

>
t (Γ− Γ)>

]
+

1

T

T∑
t=1

E
[
ZtZ

>
t

]
= E

[
(Γ− Γ)M(Γ− Γ)>

]
+

1

T

T∑
t=1

E
[
ZtZ

>
t

]
,

where we have used that Zt, Ft and Γ are independent from each other. The entries
of the p× p matrix (Γ− Γ)M (Γ− Γ)> are given by

K∑
k,k′=1

{ 1

n

n∑
i=1

(
Γi,jk − Γjk

)}
Mkk′

{ 1

n

n∑
i=1

(
Γi,j′k′ − Γj′k′

)}
,

where Γi,jk and Γjk denote the elements of the matrices Γi and Γ, respectively, and
Mkk′ = E[T−1

∑T
t=1 Ft,kF

>
t,k′ ]. Since the variables Γi,jk−Γjk have mean zero and are

independent across i, we can infer that∥∥∥E[(Γ− Γ)M(Γ− Γ)>
]∥∥∥ ≤ p

∥∥∥E[(Γ− Γ)M (Γ− Γ)>
]∥∥∥

max

= pmax
j,j′

∣∣∣E K∑
k,k′=1

{ 1

n

n∑
i=1

(
Γi,jk − Γjk

)}
Mkk′

{ 1

n

n∑
i=1

(
Γi,j′k′ − Γj′k′

)}∣∣∣
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≤ pK2 max
k,k′
|Mkk′| max

j,j′,k,k′

∣∣∣E{ 1

n

n∑
i=1

(
Γi,jk − Γjk

)}{ 1

n

n∑
i=1

(
Γi,j′k′ − Γj′k′

)}∣∣∣ ≤ Cp

n
.

Similarly, we obtain that

∥∥∥ 1

T

T∑
t=1

E
[
ZtZ

>
t

]∥∥∥ ≤ p
∥∥∥ 1

T

T∑
t=1

E
[
ZtZ

>
t

]∥∥∥
max

≤ pmax
j,j′,t

∣∣∣E( 1

n

n∑
i=1

Zit,j

)( 1

n

n∑
i=1

Zit,j′
)∣∣∣ ≤ Cp

n
.

Taken together, these computations show that ‖Σu‖ = O(p/n). We can thus con-
clude that ‖Σ−Σ‖ = Op(p/

√
T+p/n), which is the second statement of the lemma.

Proof of Lemma B.6

Let Û 1:K = (Û1 . . . ÛK). As a first preliminary step, we prove that

∥∥(Γ
>
Û 1:K)>(Γ

>
Û 1:K)− Û

>
1:KΣ̂Û 1:K

∥∥ = Op

( p√
T

+ p

√
log p

n

)
. (S.11)

To do so, we use the following facts:

(a) Since Û
>
1:KÛ 1:K = IK , it holds that ‖Û 1:K‖ = 1.

(b) From Lemma S.3(i) and the fact that ‖Γ‖ = O(
√
p), it follows that∥∥ΓΓ

> − ΓΓ>
∥∥ ≤ ∥∥(Γ− Γ)(Γ− Γ)>

∥∥+ 2
∥∥(Γ− Γ)Γ>

∥∥
≤
∥∥Γ− Γ

∥∥2
+ 2
∥∥Γ− Γ

∥∥∥∥Γ∥∥ = Op

(
p

√
log p

n

)
.

(c) By Lemma B.1, ∥∥Σ− Σ̂
∥∥ = Op

( p√
T

+ p

√
log p

n

)
.

Using (a)–(c) along with the identity Σ = ΓΓ>, we can conclude that∥∥(Γ
>
Û 1:K)>(Γ

>
Û 1:K)− Û

>
1:KΣ̂Û 1:K

∥∥ ≤ ∥∥Û 1:K

∥∥2∥∥ΓΓ
> − Σ̂

∥∥
≤
∥∥ΓΓ

> − ΓΓ>
∥∥+

∥∥Σ− Σ̂
∥∥

= Op

( p√
T

+ p

√
log p

n

)
,

which is the statement of (S.11).
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Now let ψ̃1 ≥ . . . ≥ ψ̃K be the eigenvalues of (Γ
>
Û 1:K)>(Γ

>
Û 1:K). The eigen-

values of Û
>
1:KΣ̂Û 1:K are identical to the K largest eigenvalues ψ̂1 ≥ . . . ≥ ψ̂K of

the matrix Σ̂, since the columns of Û 1:K are the first K eigenvectors of Σ̂ and thus
Û
>
1:KΣ̂Û 1:K = diag(ψ̂1, . . . , ψ̂K). According to Lemma B.4, it holds that

ψ̂1 ≥ . . . ≥ ψ̂K ≥ c0p (S.12)

with probability tending to 1. Moreover, by Weyl’s theorem and (S.11),

|ψ̃k − ψ̂k| ≤
∥∥(Γ

>
Û 1:K)>(Γ

>
Û 1:K)− Û

>
1:KΣ̂Û 1:K

∥∥
= Op

( p√
T

+ p

√
log p

n

)
= op(p) (S.13)

for any k. Taken together, (S.12) and (S.13) immediately yield that

ψ̃1 ≥ . . . ≥ ψ̃K ≥ cp

for some sufficiently small constant c > 0 with probability tending to 1. This
in particular implies that the matrix (Γ

>
Û 1:K)>(Γ

>
Û 1:K), and thus the matrix

Γ
>
Û 1:K , is invertible with probability approaching 1.
Finally, since K̂ = K with probability tending to 1, it holds that Γ

>
Û 1:K = Γ

>
Û

with probability tending to 1. We can thus conclude that Γ
>
Û is invertible with

probability approaching 1.

Proof of Lemma B.8

Suppose we are on the event Tλ. By the basic inequality for the lasso, it holds that

1

nT
‖X̂(β̂λ − β)‖2 ≤ 2‖X̂

>
e‖∞

nT
‖β̂λ − β‖1 + λ‖β‖1 − λ‖β̂λ‖1.

From this, it follows that

2

nT
‖X̂(β̂λ − β)‖2 ≤ 3λ‖β̂λ,S − βS‖1 − λ‖β̂λ,Sc‖1, (S.14)

which in turn implies that the approximation error δ = β̂λ − β of the lasso is such
that 3‖δS‖1 ≥ ‖δSc‖1. With (S.14), we obtain that

2

nT
‖X̂(β̂λ − β)‖2 + λ‖β̂λ − β‖1

=
2

nT
‖X̂(β̂λ − β)‖2 + λ‖β̂λ,S − βS‖1 + λ‖β̂λ,Sc‖1
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≤ 3λ‖β̂λ,S − βS‖1 − λ‖β̂λ,Sc‖1 + λ‖β̂λ,S − βS‖1 + λ‖β̂λ,Sc‖1

≤ 4λ‖β̂λ,S − βS‖1. (S.15)

Moreover, since

‖β̂λ,S − βS‖2
1 ≤
‖X̂(β̂λ − β)‖2

nT

s

φ2

on the event TRE, it holds that

4λ‖β̂λ,S − βS‖1 ≤
4λ

φ

√
s

nT
‖X̂(β̂λ − β)‖ ≤ 1

nT
‖X̂(β̂λ − β)‖2 +

4λ2s

φ2
, (S.16)

where the last inequality uses that 4ab ≤ b2 + 4a2. Plugging (S.16) into (S.15), we
arrive at

1

nT
‖X̂(β̂λ − β)‖2 + λ‖β̂λ − β‖1 ≤

4

φ2
λ2s,

which immediately implies the claim.

Proof of Lemma B.9

It holds that
‖X̂

>
e‖∞

nT
=
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∣∣∣ n∑
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X̂>i,jei

∣∣∣
with X̂i,j = Π̂Xi,j and Xi,j = FΓi,j + Zi,j, where we use the notation Γi =

(Γi,1 . . .Γi,p)
> and Zi,j = (Zi1,j, . . . , ZiT,j)

>. Moreover, since
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}
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}
,

we have that

‖X̂
>
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nT
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∣∣∣ n∑
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{
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{
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+

1
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We now bound the four terms on the right-hand side one after the other. In partic-
ular, we prove that

1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂FΓi,j

}>{
Π̂F γi

}∣∣∣ = Op

( log(pT )

n

)
(S.17)

1

nT
max
1≤j≤p

∣∣∣ n∑
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{
Π̂FΓi,j
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Π̂εi

}∣∣∣ = Op

(√ log(npT ) log(np)

nT

)
(S.18)

1

nT
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1≤j≤p

∣∣∣ n∑
i=1

{
Π̂Zi,j
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Π̂F γi
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+

1
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)
(S.19)

1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂Zi,j

}>{
Π̂εi

}∣∣∣ = Op

(√ log p

nT

)
. (S.20)

Lemma B.9 is a direct consequence of these four statements.

Proof of (S.17). In this and the following proofs, we repeatedly use that ‖Û‖ = 1,
‖Γ‖ = O(

√
p) by (ID`2) and ‖Ψ̂

−1
‖ = Op(p

−1) by Lemma B.4. As a first preliminary
step, we derive a bound on the term ‖Π̂F ‖. Since Π̂ = Π − R̂ with probability
tending to 1 by Lemma B.7, it holds that

‖Π̂F ‖ ≤
∥∥∥ 1

T
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>
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T
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Û)>(FΓ

>
Û)
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∥∥∥
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(ZÛ)>F

∥∥∥
+
∥∥∥ 1
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−1
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>
Û)>F

∥∥∥
+
∥∥∥ 1
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(ZÛ)>F

∥∥∥
with probability tending to 1, where∥∥∥ 1

T
(FΓ

>
Û)

{
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−
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>
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>
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}
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T
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n
+

√
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)
by Lemmas S.3(i), S.4(i) and S.6(ii),
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)
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by Lemmas S.3(i), S.4(i) and S.5(ii),

∥∥∥ 1

T
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−1
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>
Û )>F
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by Lemma S.5(i) and (ii). As a result, we obtain that
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. (S.21)

Moreover, by arguments analogous to those for Lemma S.1(i),

max
1≤j≤p

{ 1

n

n∑
i=1

‖Γi,j‖‖γi‖ − E‖Γi,j‖‖γi‖
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,

which implies that
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1≤j≤p
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n

n∑
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}

= Op(1) (S.22)

under the conditions of (M2). With (S.21) and (S.22), we can conclude that
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.

Proof of (S.18). It holds that

max
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‖F>R̂
>
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where
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With this and the fact that maxj{n−1
∑n

i=1 ‖Γi,j‖} = Op(1), which can be verified
analogously as (S.22), we can conclude that
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Proof of (S.19). It holds that
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With this and the fact that n−1
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i=1 ‖γi‖ = Op(1), we can conclude that
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Proof of (S.20). Since Π = I − F (F>F )−1F> and Π̂ = Π − R̂ with probability
tending to 1, we obtain the bound
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Moreover, we show below that
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Statement (S.20) follows upon combining (S.23)–(S.25).
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We first prove (S.25). It holds that
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max
i,j

∣∣∣ 1

T
Z>i,j(FΓ

>
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by Lemma S.5(iii) and (iv). As a result, we obtain that
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which completes the proof of (S.25).
We next turn to the proof of (S.24). The quantity of interest can be expressed

as
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where the last line follows by arguments analogous to those for the proof of
Lemma S.2, taking into account that {
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k Fs,kFt,k} is independent from Zit,j

and

P
(

max
s,t

∣∣∣ K∑
k=1

Fs,kFt,k

∣∣∣ > (T 2 log T )2/θ

)
≤
∑
s,t,k

P
(
|Fs,kFt,k| > (T 2 log T )2/θ/K

)
≤
∑
s,t,k

E
[ |Fs,kFt,k|θ/2

{(T 2 log T )2/θ/K}θ/2
]
≤ C

log T
.

With properties (a) and (b), we can proceed analogously as in the proof of Lemma
S.2 in order to obtain that

max
1≤j≤p

∣∣∣ 1

nT

n∑
i=1

T∑
t=1

wit,jεit

∣∣∣ = op

(√ 1

nT

)
,

which proves (S.24).

Proof of Lemma B.10

It holds that X̂
>
X̂ =

∑n
i=1 X̂

>
i X̂ i =

∑n
i=1{Π̂X i}>{Π̂X i}, where

{Π̂X i}>{Π̂X i} = {Π̂FΓ>i }>{Π̂FΓ>i }+ {Π̂Zi}>{Π̂FΓ>i }
+ {Π̂FΓ>i }>{Π̂Zi}+ {Π̂Zi}>{Π̂Zi}

and

{Π̂Zi}>{Π̂Zi} = Z>i Π̂Zi = Z>i {Π− R̂}Zi

= Z>i {I − F (F>F )−1F> − R̂}Zi

with probability tending to 1. From this, it follows that

∥∥∥X̂>X̂
nT

− Z
>Z

nT

∥∥∥
max
≤ max

j,j′

∣∣∣ 1

nT

n∑
i=1

{Π̂FΓi,j}>{Π̂FΓi,j′}
∣∣∣

+ 2 max
j,j′

∣∣∣ 1

nT

n∑
i=1

{Π̂Zi,j}>{Π̂FΓi,j′}
∣∣∣

+ max
j,j′

∣∣∣ 1

nT

n∑
i=1

Z>i,jF (F>F )−1F>Zi,j′
∣∣∣

+ max
j,j′

∣∣∣ 1

nT

n∑
i=1

Z>i,jR̂Zi,j′
∣∣∣
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with probability approaching 1. In the remainder of the proof, we bound the four
terms on the right-hand side in the above display. Analogous calculations as in the
proof of Lemma B.9 yield that

max
j,j′

∣∣∣ 1

nT

n∑
i=1

{Π̂FΓi,j}>{Π̂FΓi,j′}
∣∣∣ = Op

( log(pT )

n

)
(S.26)

max
j,j′

∣∣∣ 1

nT

n∑
i=1

{Π̂Zi,j}>{Π̂FΓi,j′}
∣∣∣ = Op

(√ log(npT ) log(np2)

nT
+

1

n

)
(S.27)

max
j,j′

∣∣∣ 1

nT

n∑
i=1

Z>i,jR̂Zi,j′
∣∣∣ = Op

(√log(npT ) log(np)√
nT

+

√
log(np)

n
√
T

+
1

n2

)
. (S.28)

In particular, the proofs of (S.26), (S.27) and (S.28) parallel those of (S.17), (S.19)
and (S.25), respectively. Moreover,

max
j,j′

∣∣∣ 1

nT

n∑
i=1

Z>i,jF (F>F )−1F>Zi,j′
∣∣∣

≤ max
j,j′

∣∣∣ 1
n

n∑
i=1

(Z>i,jF
T

){(F>F
T

)−1

− IK
}(F>Zi,j′

T

)∣∣∣
+ max

j,j′

∣∣∣ 1
n

n∑
i=1

(Z>i,jF
T

)(F>Zi,j′
T

)∣∣∣
= Op

( log(np)

T

)
,

since

max
j,j′

∣∣∣ 1
n

n∑
i=1

(Z>i,jF
T

){(F>F
T

)−1

− IK
}(F>Zi,j′

T

)∣∣∣
≤
(

max
i,j

∥∥∥F>Zi,j
T

∥∥∥)2∥∥∥(F>F
T

)−1

− IK
∥∥∥ = Op

( log(np)

T 3/2

)
and

max
j,j′

∣∣∣ 1
n

n∑
i=1

(Z>i,jF
T

)(F>Zi,j′
T

)∣∣∣ ≤ (max
i,j

∥∥∥F>Zi,j
T

∥∥∥)2

= Op

( log(np)

T

)
by Lemmas S.4(i) and S.4(iii). To summarize, we obtain that

∥∥∥X̂>X̂
nT

− Z
>Z

nT

∥∥∥
max

= Op

( log(npT )

min{n, T}

)
.
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S.3 Auxiliary results for Appendix C

In this section, we adapt Lemmas S.1–S.6 to the small-T -case. We demonstrate
how to modify the proof of Lemma S.1. The proofs of the other lemmas are either
straightforward to modify or can be modified in the same way as Lemma S.1. We
thus omit the details.

Lemma S.1’. Conditionally on F = f , it holds that

(i) max
1≤j≤p

max
1≤t≤T

∣∣∣ 1
n

n∑
i=1

Zit,j

∣∣∣ = Op

(√ log p

n

)
.

(ii) max
1≤k≤K

max
1≤i≤n

∣∣∣ 1

T

T∑
t=1

Ft,kεit

∣∣∣ = Op

(
n1/θ

)
.

(iii) max
1≤k≤K

max
1≤i≤n

max
1≤j≤p

∣∣∣ 1

T

T∑
t=1

Ft,kZit,j

∣∣∣ = Op

(
{np}1/θ

)
.

Lemma S.2’. Conditionally on F = f , it holds that

(i) max
1≤k≤K

max
1≤j≤p

∣∣∣ 1

T

T∑
t=1

{ 1

n

n∑
i=1

Zit,j

}
Ft,k

∣∣∣ = Op

(√ log p

n

)
.

(ii) max
1≤i≤n

max
1≤j≤p

∣∣∣ 1

T

T∑
t=1

{ 1

n

n∑
i′=1

Zi′t,j

}
εit

∣∣∣ = Op

(
n1/θ

√
log p

n

)
.

(iii) max
1≤i≤n

max
1≤j≤p

max
1≤j′≤p

∣∣∣ 1

T

T∑
t=1

{ 1

n

n∑
i′=1

Zi′t,j′
}
Zit,j

∣∣∣ = Op

(
{np}1/θ

√
log p

n

)
.

Lemma S.3’. Conditionally on F = f , it holds that

(i)
∥∥Γ− Γ

∥∥ = Op

(√p log p

n

)
.

(ii)
∥∥ΓΓ

> − EΓΓ
>∥∥ = Op

(
p

√
log p

n

)
.

Lemma S.4’. Conditionally on F = f , it holds that

(i) max
1≤i≤n

∥∥∥F>εi
T

∥∥∥ = Op

(
n1/θ

)
.

(ii) max
1≤i≤n

max
1≤j≤p

∥∥∥F>Zi,j
T

∥∥∥ = Op

(
{np}1/θ

)
.
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Lemma S.5’. Conditionally on F = f , it holds that

(i)
∥∥Z∥∥ = Op

(√p log p

n

)
.

(ii)
∥∥∥Z>F

T

∥∥∥ = Op

(√p log p

n

)
.

(iii) max
1≤i≤n

∥∥∥Z>εi
T

∥∥∥ = Op

(
n1/θ

√
p log p

n

)
.

(iv) max
1≤i≤n

max
1≤j≤p

∥∥∥Z>Zi,j
T

∥∥∥ = Op

(
{np}1/θ

√
p log p

n

)
.

Lemma S.6’. Conditionally on F = f , it holds that

(i)
∥∥∥Ψ̂− 1

T
(FΓ

>
Û)>(FΓ

>
Û)
∥∥∥ = Op

(
p

√
log p

n

)
.

(ii)
∥∥∥Ψ̂−1

−
[ 1

T
(FΓ

>
Û)>(FΓ

>
Û)
]−1∥∥∥ = Op

(1

p

√
log p

n

)
.

Proof of Lemma S.1’. The proof of (i) is essentially identical to that of (i) in Lemma
S.1. Moreover, as the proofs of (ii) and (iii) are completely analogous, we only verify
(iii). It holds that

max
i,j,k

∣∣∣ 1

T

T∑
t=1

Ft,kZit,j

∣∣∣ ≤ {max
k

1

T

T∑
t=1

|Ft,k|
}

max
i,t,j
|Zit,j|

≤ C max
i,t,j
|Zit,j|,

where C = C(F1, . . . , FT ) := maxk T
−1
∑T

t=1 |Ft,k| is a fixed number conditionally
on Ft = ft for all t. Since (Emaxi,j,t |Zit,j|θ)1/θ ≤ C(npT )1/θ, we further have that

P
(

max
i,t,j
|Zit,j| > C0{npT}1/θ

)
≤ Emaxi,j,t |Zit,j|θ

Cθ
0npT

≤
( C
C0

)θ
for any C0 > 0, which implies that maxi,t,j |Zit,j| = Op({npT}1/θ) = Op({np}1/θ).
Therefore, we obtain that

max
i,j,k

∣∣∣ 1

T

T∑
t=1

Ft,kZit,j

∣∣∣ = Op

(
{np}1/θ

)
conditionally on Ft = ft for all t.
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S.4 Proof of the lemmas from Appendix C

Proof of Lemma C.9

It holds that

‖X̂
>
e‖∞

nT
≤ 1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂FΓi,j

}>{
Π̂F γi

}∣∣∣
+

1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂FΓi,j

}>{
Π̂εi

}∣∣∣
+

1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂Zi,j

}>{
Π̂F γi

}∣∣∣
+

1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂Zi,j

}>{
Π̂εi

}∣∣∣.
The same proof strategy as for Lemma B.9 yields that conditionally on F = f ,

1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂FΓi,j

}>{
Π̂F γi

}∣∣∣ = Op

( log p

n

)
1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂FΓi,j

}>{
Π̂εi

}∣∣∣ = Op

(
n1/θ

√
log p

n

)
1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂Zi,j

}>{
Π̂F γi

}∣∣∣ = Op

(
{np}1/θ

√
log p

n

)
1

nT
max
1≤j≤p

∣∣∣ n∑
i=1

{
Π̂Zi,j

}>{
Π̂εi

}∣∣∣ = Op

(
{n2p}1/θ

√
log p

n

)
.

Lemma C.9 is a direct consequence of these four statements.

Proof of Lemma C.10

Following the same line of argument as in the proof of Lemma B.10, one can show
that conditionally on F = f ,

∥∥∥X̂>X̂
nT

− (X⊥)>(X⊥)

nT

∥∥∥
max
≤ max

j,j′

∣∣∣ 1

nT

n∑
i=1

{Π̂FΓi,j}>{Π̂FΓi,j′}
∣∣∣

+ 2 max
j,j′

∣∣∣ 1

nT

n∑
i=1

{Π̂Zi,j}>{Π̂FΓi,j′}
∣∣∣

+ max
j,j′

∣∣∣ 1

nT

n∑
i=1

Z>i,jR̂Zi,j′
∣∣∣
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with probability approaching 1, where

max
j,j′

∣∣∣ 1

nT

n∑
i=1

{Π̂FΓi,j}>{Π̂FΓi,j′}
∣∣∣ = Op

( log p

n

)
max
j,j′

∣∣∣ 1

nT

n∑
i=1

{Π̂Zi,j}>{Π̂FΓi,j′}
∣∣∣ = Op

(
{np}1/θ

√
log p

n

)
max
j,j′

∣∣∣ 1

nT

n∑
i=1

Z>i,jR̂Zi,j′
∣∣∣ = Op

(
{np}2/θ

√
log p

n

)
.

This immediately implies Lemma C.10.

S.5 Further technical details

Lemma S.7. Consider the large-T -case and let (M1)–(M5), (D`1)–(D`3) and (ID`1)–
(ID`2) be satisfied. Moreover, let ϕ > 0 be a fixed constant and {cn,T} a sequence of
non-negative numbers with cn,T → 0. If the matrix Z has the property that

P
(
Z fulfills RE(I, ϕ) for all I ⊆ {1, . . . , p} with |I| ≤ 2s

)
≥ 1− cn,T ,

then the matrix X⊥ is such that

P
(
X⊥ fulfills RE(I, φ) for all I ⊆ {1, . . . , p} with |I| ≤ 2s

)
≥ 1− cn,T

with φ = ϕ/
√

2.

Proof. The proof of Lemma B.10 shows that

∥∥∥(X⊥)>X⊥

nT
− Z

>Z

nT

∥∥∥
max

= Op

( log(npT )

min{n, T}

)
.

Since s = o(min{n, T}/ log(npT )) by (D`2), this implies that

32(2s)

ϕ2

∥∥∥(X⊥)>X⊥

nT
− Z

>Z

nT

∥∥∥
max
≤ 1 (S.29)

with probability tending to 1 for any given constant ϕ > 0. By Corollary 6.8 in
Bühlmann and van de Geer (2011), the following holds: Whenever the matrix Z
fulfills the RE(I, ϕ) condition for all I with |I| ≤ 2s and (S.29) is fulfilled, the matrix
X⊥ satisfies the RE(I, φ) condition with φ = ϕ/

√
2 for all I with |I| ≤ 2s. Since

Z obeys the RE(I, ϕ) condition for all I with |I| ≤ 2s with probability tending to
1 by assumption, we can infer that X⊥ must satisfy the RE(S, φ) condition for all
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I with |I| ≤ 2s with probability tending to 1.

Lemma S.8. Consider the small T -case and let (M1)–(M4), (Ds1)–(Ds3) and
(IDs1)–(IDs2) be satisfied. In addition, suppose that the variables Zit are i.i.d.
across i and t. Let ϕ > 0 be a fixed constant and {cn} a sequence of non-negative
numbers with cn → 0. If the matrix Z has the property that

P
(
Z fulfills RE(I, ϕ) for all I ⊆ {1, . . . , p} with |I| ≤ 2s

∣∣∣F = f
)
≥ 1− cn,

then the matrix X⊥ is such that

P
(
X⊥ fulfills RE(I, φ) for all I ⊆ {1, . . . , p} with |I| ≤ 2s

∣∣∣F = f
)
≥ 1− cn

with φ = ϕ
√

(1− K
T

)/(1 + δ).

Proof. We first show that

‖Zb‖2

nT
=

p∑
j,j′=1

νjj′bjbj′ + ‖bI‖2
1Op

(√ log p

n

)
(S.30)

‖X⊥b‖2

nT
=
(

1− K

T

) p∑
j,j′=1

νjj′bjbj′ + ‖bI‖2
1Op

(√ log p

n

)
(S.31)

for any I ⊆ {1, . . . , p} with |I| ≤ 2s and b 6= 0 with ‖bIc‖1 ≤ 3‖bI‖1, where
νjj′ = E[Zit,jZit,j′ ]. Since ‖bIc‖1 ≤ 3‖bI‖1 and

max
j,j′,t

∣∣∣ 1
n

n∑
i=1

(
Zit,jZit,j′ − E[Zit,jZit,j′ ]

)∣∣∣ = Op

(√ log p

n

)
by arguments completely analogous to those for Lemma S.1’(i), we obtain that

‖Zb‖2

nT
=

1

nT

n∑
i=1

‖Zib‖2 =
1

nT

n∑
i=1

T∑
t=1

{ p∑
j=1

Zit,jbj

}2

=

p∑
j,j′=1

E[Zit,jZit,j′ ]bjbj′ +

p∑
j,j′=1

{ 1

nT

T∑
t=1

n∑
i=1

(
Zit,jZit,j′ − E[Zit,jZit,j′ ]

)}
bjbj′

=

p∑
j,j′=1

νjj′bjbj′ + ‖bI‖2
1Op

(√ log p

n

)
,

which is the statement of (S.30). Since Π = I − (FF>)/T under (IDs1) and
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‖ΠZib‖2 = b>Z>i ΠZib = ‖Zib‖2 − ‖F>Zib‖2/T , we similarly get that

‖X⊥b‖2

nT
=

1

nT

n∑
i=1

‖ΠZib‖2 =
‖Zb‖2

nT
− 1

nT

n∑
i=1

‖F>Zib‖2

T

and

1

nT

n∑
i=1

‖F>Zib‖2

T

=
1

nT 2

n∑
i=1

K∑
k=1

{ T∑
t=1

Ft,k

p∑
j=1

Zit,jbj

}2

=
1

T 2

K∑
k=1

T∑
t,t′=1

Ft,kFt′,k

p∑
j,j′=1

{ 1

n

n∑
i=1

Zit,jZit′,j′
}
bjbj′

=
1

T

K∑
k=1

1

T

T∑
t=1

F 2
t,k

p∑
j,j′=1

E[Zit,jZit,j′ ]bjbj′

+
1

T 2

K∑
k=1

T∑
t,t′=1

Ft,kFt′,k

p∑
j,j′=1

{ 1

n

n∑
i=1

(
Zit,jZit′,j′ − E[Zit,jZit′,j′ ]

)}
bjbj′

=
K

T

p∑
j,j′=1

νjj′bjbj′ + ‖bI‖2
1Op

(√ log p

n

)
,

which yields the statement of (S.31).
By assumption, Z fulfills the RE(I, ϕ) condition with probability tending to 1,

where without loss of generality we let I 6= ∅. Hence, ϕ2/|I| ≤ ‖Zb‖2/{nT‖bI‖2
1}

for any b 6= 0 with ‖bIc‖1 ≤ 3‖bI‖1 with probability tending to 1. From this and
(S.30), it follows that

ϕ2

|I|
≤ 1

‖bI‖2
1

p∑
j,j′=1

νjj′bjbj′ +Op

(√ log p

n

)

with probability tending to 1. Moreover, since |I| ≤ 2s = o(
√
n/ log p) by (Ds2),

1/|I| is of larger order than
√

log p/n and thus ϕ2/{(1 + δ)|I|} + O(
√

log p/n) ≤
ϕ2/|I| for any fixed δ > 0 and sufficiently large n. Consequently, we obtain that

ϕ2

(1 + δ)|I|
≤ 1

‖bI‖2
1

p∑
j,j′=1

νjj′bjbj′

with probability tending to 1 for any fixed δ > 0. Combining this with (S.31), we
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can infer that
ϕ2{(1− K

T
)/(1 + δ)}
|I|

≤ 1

nT

‖X⊥b‖2

‖bI‖2
1

with probability tending to 1. Hence, X⊥ fulfills the RE(I, ϕ
√

(1− K
T

)/(1 + δ))

condition with probability tending to 1.
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